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1. Introduction
In 3GPP TSG-WG SA2 Meeting #149E e-meeting, the following Key Issue are approved
The Key Issue is to study the IMS architecture and solution for AR telephony communication including:
-	Study, and identify IMS network architecture enhancements required to support AR telephony communication for different types of AR-capable UEs.
-	Study, and identify how existing IMS procedures including signalling and media processing need to be changed to support AR telephony communication 
NOTE 1:	Coordination with SA4 will be required, the AR media and AR specific data format, codecs and media processing procedures need to be defined in SA4.
This paper proposes solutions according to the Key Issues approved.
2. Discussion
IMS-based AR communication is the enhancement of current IMS communication which has added rich AR experience and interaction between UEs.
SA1 already finished their Rel-18 study on evolution of IMS multimedia telephony service, i.e. FS_MMTELin5G, the following requirements have been documented in TS 22.261:
-	The IMS multimedia telephony service shall support AR media processing.
SA4 already finished their Rel-17 study on evolution of AR communication, i.e. FS_5GSTAR, it has finished the definition of AR media types and AR communication use cases.
The defined AR media includes as following:
-	Scene description
-	3D models including virtual object and virtual human
-	AR mark
-	Position information
-	Posture including gesture, body posture and face expression, etc.
-	Field of view
-	Viewport
-	Sensor information
-	Camera information
AR communication involve the transmission of all these AR media types mentioned above between UE and IMS network, and also the AR media rendering either in UE or IMS network. 

SA4 R17 study already given two potential solutions of AR media transmission for AR communication:
-	Transmission based on SIP/SDP/RTP.
-	Transmission based on data channel.
However, we prefer data channel solution to transfer AR media rather than SIP/SDP/RTP based on the following considerations:
1.	SIP/SDP extension can only be used for static AR media, and RTP extension for AR media is limited and more difficult than data channel especially when AR media is complex and big.
2.	RTP extension for AR media needs to be supported by AR device chips and should be open to upper-layer applications, while data channel can decouple from terminal architecture. Each AR media transmitted in data channel only needs to be understood by application itself, no need standardization, so data channel is more friendly to third application developer.
3.	Based on data channel, application can be downloaded during AR communication, no need pre-install or built-in in AR device, it can accelerate AR communication progress much more easily.
4.	Data channel which is over SCTP can provide different reliability or real-time control strategies for each AR media if required, but RTP can’t make it. 
5.	In SA4 R17 ITT4RT work item, it defines the transmission of scene description exclusively use data channel solution, so it is much better to use data channel as unified solution for transmitting all the AR media mentioned above.

Meanwhile, SA4 R17 study also given two solutions of AR media rendering for AR communication:
-	Rendering on the terminal itself (suitable for simple AR media rendering requirement such as AR mark or AR effect).
-	Rendering on IMS network (suitable for complex AR media rendering requirement such as AR scene or 3D model).
Due to different AR media processing requirements in each AR use case and different media processing capability of AR device, AR media rendering may be performed on the terminal or IMS network, or both.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-87.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc22214898][bookmark: _Toc23254031][bookmark: _Toc97293646][bookmark: _Toc500949097][bookmark: _Toc22214908][bookmark: _Toc23254041][bookmark: _Toc96971241]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[3]	3GPP TS 23.502: "Procedures for the 5G system, Stage 2".
[4]	3GPP TS 23.503: "Policy and Charging Control Framework for the 5G System".
[5]	3GPP TS 23.228: "IP Multimedia Subsystem (IMS)".
[6]	3GPP TS 26.114: "Media handling and interaction".
[7]	3GPP TS 22.261: "Service requirements for the 5G system".
[8]	3GPP TS 24.229: "IP Multimedia Call Control based on SIP and SDP; Stage 3".
[x1]	3GPP TR 26.998: "Support of 5G Glass-type Augmented Reality / Mixed Reality (AR/MR) devices ".
[x2]	3GPP TS 26.928: " Extended Reality (XR) in 5G".

* * * * Second change * * * *
6.X Solution #X: Supporting AR communication
[bookmark: _Toc500949099][bookmark: _Toc22214909][bookmark: _Toc23254042][bookmark: _Toc96971242]6.X.1 Description
According to the definition of 3GPP TR 26.998[x1], different AR devices have different media processing capabilities. IMS needs to support media transmission and media rendering related to AR communication. This solution defines how IMS can be enhanced to support AR communication.
[bookmark: _Toc500949101]6.X.1.1 Assumption
This solution has the following assumptions:
-	Due to the flexibility (constant iteration, frequent upgrade required) and diversity (various industries, different experiences) of AR applications, built-in or pre-installed AR applications in AR devices will lead to software version fragmentation and difficult integration of different terminals. Therefore, this solution only considers the unified use of IMS data channel downloading mode for AR applications.
-	For the security of national laws and regulations, 3D models used for AR communication should be provided to the IMS when the AR application connects to IMS and saved in the persistent database. IMS needs to be notified when the 3D model is changed by AR application.
6.X.1.2 Definitions
The following definitions apply to this solution:
3D Model：3D Model include 3D virtual object model and 3D virtual human avatar model.
AR metadata: Data used for AR media rendering, including user pose information and camera information and so on.
6.X.1.3 Architecture


   
Figure 6.X.1.3-1 Enhanced IMS architecture to support AR communication
[bookmark: _Toc22214910]
Editor’s note: the DCS-M could be an enhanced MRF that support DC, the DC related architecture and interfaces will align with the solution to KI#1.
AR communication architecture is enhanced based on data channel architecture, including the following network functions:
1.	1.	Add a new network function AR application Application serverServer, responsible for AR session management related to AR communicationsessions, including AR session media controlling, AR media rendering negotiation and AR service handling.
Note: AR Application Server can be deployed in operator’s network or belongs to third party.
2.	Add the AR media processing network function AR-M, responsible for AR communication media transmission and media rendering function, including the following functions:
-	AR Rendering Logic: controls the application-based rendering logic of AR communication.
-	AR Media Processing Function: including Vision Engine, 3D Rendering Engine. Vision Engine and 3D Rendering Engine will establish spatial map, and render the scenes, virtual human models and 3D object models according to the field of view, posture, position, etc., which are transmitted from UE using data channel.
The following reference points are used for the IMS AR communication architecture. It’s suggested that SBI is applied to these reference points.
-	IF4: Reference point between the AR Application Server and the DCS-C.
-	IF6: Reference point between the AR Application Server and AR-M.
Editor’s note: the IF4 interface will align with DC architecture.
Editor’s note: the SBI will align with the KI#4.
The following media interface are used for the IMS AR communication architecture.
-	Mb (RTP&DC): The media interface between UE and IMS-AGW, including RTP channel used for audio/video media stream transmission and data channel used for data media stream transmission.
-	Mb (RTP): 
-	The media interface between IMS-AGW and AR-M, using RTP channel for audio/video media stream transmission.
-	The media interface between DCS-M and AR-M, used by DCS-M to transmit data in RTP channel after transforming data media stream received in data channel to RTP format.
-	Mb (DC): the media interface between IMS-AGW and DCS-M, using data channel for data media stream transmission.
6.X.2 Procedures
According to AR communication scenarios defined by 3GPP TR 26.998[x1] and TR 26.928[x2], media processing capabilities are different for different AR devices (STAR, EDGAR, and WLAR). The AR communication call flows can be summarized as follows:
1. 	Terminal rendering process: When the media processing capability of AR device meets the requirements of AR communication (such as AR mark and simple AR effect), the AR device can independently implement AR media rendering by itself. The either side of IMS provides AR application to the calling and the called users at the same time. The terminal performs local rendering based on the media obtained locally or sent by the peer.
2. 	Network rendering process: When the media processing capability of AR device cannot meet AR communication requirements (such as complex scene or virtual human rendering requirements), part or the whole media rendering function needs to move to the network. The either side of IMS provides AR application to the calling and the called users at the same time, IMS then performs AR media rendering based on AR media received from the calling or the called users, finally IMS sends rendered AR media using normal audio/video streams through RTP channel to the calling or called user.
6.X.2.1 Terminal Rendering Process


     
Figure 6.X.2.1-1 Terminal rendering process
Key steps:
1.	The UE-A initiates an AR communication session and establishes audio and video session connections with the UE-B.
2.	The UE-A initiates bootstrap data channel connections. The MMTEL AS establishes bootstrap data channel for the UE-A and UE-B respectively according to AR application requirements.
3-4. The DCS-M transfers AR applications to the UE-A and UE-B.
5. 	The UE-A sends a REINVITE message to initiates application data channel connections. 
6. Based on subscription, the MMTEL AS sends a Media Event Notification message to DCS-C.
7. The DCS-C transfers the Media Event Notification request to AR Application Server according to local configuration.
8. The AR Application Server performs AR media negotiation and select application data channel connection mode, according to AR service requirements. 
Editor’s note: AR media negotiation procedure is FFS.
9-10. The AR Application Server sends a Media Control command to DCS-C, to establish application data channel for both UE-A and UE-B.
11.The MMTEL AS establishes allocates application data channel resources for the UE-A and UE-B respectively according to AR application requirements.
12-13. The MMTEL AS send REINVITE message to UE-B to update media get from data channel.
14-16. After receiving 200 for REINVITE message, the MMTEL AS update DC resource to DCS-M. 
18-19. The application data channel establishes for UE-A and UE-B respectively.
Scenario 1: Render based on AR media downloaded from the network (e.g. AR shopping).
206.	The UE-A requests the DCS-M to download AR media(such as 3D model) required by AR communication and caches them locally.
217.	The UE-A performs AR media rendering itself.
822-1024. The UE-A sends the rendered AR audio/video media to the peer through the RTP channel.
Scenario 2: Render based on AR media received from the peer side (e.g. AR mark).
11-12. The UE-B sends AR media to the UE-A through the application data channel established by the DCS-M.
13.	The UE-A performs AR media rendering based on the video stream collected by local camera and AR media received from the UE-B.
14-16. The UE-A sends the rendered audio/video media streams to the peer through the RTP channel.
Scenario 3: Render based on AR media get from local (e.g. AR effects).
17. The UE-A performs AR media rendering based on the video stream collected by local cameras and AR media get from local.
18-20. The UE-A sends the rendered audio/video media streams to the peer through the RTP channel.
6.X.2.2 Network Rendering Process

[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc22214911]    
Figure 6.X.2.2-1 Network rendering process
Key steps:
1.	The UE-A initiates an AR communication session and establishes audio and video session connections with the UE-B.
2.	The UE-A initiates bootstrap data channel connections. The MMTEL AS establishes bootstrap data channel for the UE-A and UE-B respectively according to AR application requirements.
3-4. The DCS-M transfers AR applications to the UE-A and UE-B.
5. 	The UE-A initiates application data channel connections. The MMTEL AS establishes application data channel for the UE-A and UE-B respectively according to AR application requirements.
6. 	After application data channel establishment finished, the AR Application Server will know AR media rendering on network is needed based on the AR media negotiation between UE and IMS finished,When network rendering is needed according to AR application requirement, and the AR Application Server sends AR Resource Allocation request to the AR-M to apply AR media rendering resource.
Editor’s note: AR media negotiation procedure is FFS.
8.	After AR media rendering resource applied successfully, the AR Application Server sends Session Control request with AR Media Connection to the DCS-C, which includes the allocated AR media resource information.
10-11. The MMTEL AS sends DC Resource Modify request to the DCS-M, to connect the DCS-M and AR-M connection for the data stream received in data channel transporting to the AR-M. 
12-13. Meanwhile, the AR Application Server sends media re-negotiation request for the audio/video session if AR media rendering should be done using the UE-A and UE-B’s audio/video media streams.
14-15. The MMTEL AS performs media re-negotiation between the UE-A and UE-B for the established audio/video session, to anchor audio/video media streams from IMS-AGW to AR-M.
16.	The UE-A sends AR media over application data channel to the DCS-M.
17.	The DCS-M transforms AR media to RTP format, and sends it to the AR-M for AR media rendering.
18-19. The UE-A sends audio/video media streams over RTP channel to the AR-M for AR media rendering.
20.	Based on the received audio/video media streams and AR media, the AR-M performs AR media rendering according to AR rendering logic, and output audio/video RTP media streams.
21-22. The AR-M sends the rendered audio/video media streams to the UE-B.
23-24. The AR-M sends the rendered video RTP media stream to the UE-A when it needs to send video back to the UE-A through the video back channel.
[bookmark: _Toc23254044][bookmark: _Toc96971244]6.X.3	Impacts on Existing Nodes and Functionality
MMTel AS:
· Support data channel resource modification, to connect DCS-M to a new network node. 
Editor’s note: addition IMS node impacts is FFS.
* * * * End of changes * * * *
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