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Abstract: Update on KI#2 to add Use cases, scenarios and assumptions.
1. Introduction
In TR 23.700-48, clause 5.2.2 is for use cases and scenarios applicable to KI#2 and clause 5.2.3 is for assumptions.
There are also two Editor’s notes as following:
Editor's note:	This clause will document the use cases and scenarios applicable to KI#2.
Editor's note:	This clause will document assumptions applicable to KI#2, if any. This clause will be removed if left empty.
Based on this, use cases, scenarios and assumptions are proposed.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-48.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc97268121][bookmark: _Toc97268136]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System architecture for the 5G System (5GS)".
[3]	3GPP TS 23.548: "5G System Enhancements for Edge Computing; Stage 2".
[4]	3GPP TR 23.748: "Study on enhancement of support for Edge Computing in 5G Core network (5GC)".
[5]	GSMA OPG.02: "Operator Platform Telco Edge Requirements", https://www.gsma.com/futurenetworks/wp-content/uploads/2021/07/GSMA-OPG-Telco-Edge-Requirements-2021.pdf.
[6]	SP-210583: "Reply LS to GSMA Operator Platform Group on edge computing definition and integration", SA#92e.
[x]	IETF RFC 5681: "TCP Congestion Control".
[y]	3GPP TS 26.247: "Transparent end-to-end Packet-switched Streaming Service (PSS); Progressive Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH)".
* * * * Second change * * * *
5.2.2	Use cases and scenarios
Editor's note:	This clause will document the use cases and scenarios applicable to KI#2.
Network congestion status (Network congestion happens or not, or the degree of network congestion) has already been detected in the network by e.g. observing of the link characteristics, and used to adjust the transmission behaviour in different scenarios. For example, 	Comment by Magnus Olsson: It’s not the congestion status that’s been used it observations of the link characteristics
-	For some transport layer protocols, e.g. TCP, QUIC, congestion control algorithms can be used to control packets transmission via 5GS based on e.g. observing packet loss and take it as indication of network congestion. For example, TCP congestion control algorithm defined in RFC 5681 [x] uses different ways to detect network congestion to adjust congestion window, perform slow start, congestion avoidance, fast retransmit, and fast recovery, which lead to classic “sawtooth” congestion window.
-	For application layer, various application behaviors can be adjusted based on the detection of network congestion. For example, as described in clause 9.4 of TS 26.247[y], if network congestion is detected, a progressive downloading sever can select a different bitstream to adjust video bitrate, an automotive car can send an alert to the driver, and a remote-controlled machine can perform an emergency stop.
For Edge computing scenarios, most applications are sensitive to the change of network latency and congestion. When network congestion happens, if the application can be notified in a fast and efficient way (e.g. within a RTT of user packet transmission), these services can react to the change of network congestion status more agilely.
Exposing network congestion status to Edge Application Server needs to be studied to improve user experience. The services may use GBR QoS Flow or non-GBR QoS Flow (For example, some low latency services uses non-GBR QoS Flow if they are able to adapt to the change of the available bandwidth). Since the network congestion will impact both of these services, network congestion exposure for both GBR QoS Flow and non-GBR QoS Flow needs to be studied.	Comment by Magnus Olsson: Solution related and should go together with the solutions
-	For the GBR QoS Flow, the network congestion status can be conveyed as QoS notification control as defined in 5.7.2.4 of TS 23.501 [2]. When NG-RAN determines that the GFBR, PDB, PER of the QoS profile cannot be fulfilled, the NG-RAN sends a notification towards SMF that the “GFBR can no longer be guaranteed” (or “GFBR can be guaranteed”), as well as the reference to the matching Alternative QoS Profile. The SMF forwards the notification to AF via PCF, NEF.
-	For the non-GBR QoS Flow, the network congestion status  should be exposed to improve user experience.

[bookmark: _Toc93422577]5.2.3	Assumptions
Editor's note: This clause will document assumptions applicable to KI#2, if any. This clause will be removed if left empty.
If possible, the fast and efficient exposure path defined in TS 23.548 [3] shall be used as basis for the fast exposure.

* * * * End of changes * * * *
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