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Abstract of the contribution: This contribution proposes to add a solution for KI#5: Enhance trained ML Model sharing.
1 Discussion
As indicated in KI#5: Enhance trained ML Model sharing, eNA_ph3 will study:

1) How to discover and select a NWDAF containing MTLF even from different vendors which can provide interoperable trained ML model(s)
2) and how to retrieve interoperable trained ML model(s) from it, by a NWDAF containing AnLF.
It is proposed to enhance ML model sharing between different AI Frameworks via common ML model Format. 
2 Proposal

It is proposed to add the following contents to TR 23.700-81 to capture alternative solutions for KI#5: Enhance trained ML Model sharing.

FIRST CHANGE
6
Solutions

6.0 Mapping Solutions to Key Issues
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Next CHANGE
6.x
Solution #x: Enhance trained ML Model sharing via ML Model format
6.x.1
Description
This is a solution for the Key Issue#5: Enhance trained ML Model sharing.
6.x.1.1
General

As shown in Figure1, ML model(s) is trained and inferred based on some specific AI framework (e.g. TensorFlow, Pytorch, Caffe… ) and it cannot be understood and used by other AI frameworks because the properties of each AI framework(e.g. Network topology, Execution flow, Data format, Supporting language) are different.
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Figure 6.x.1.1-1: Problem of ML model(s) sharing between different AI Frameworks

As shown in Figure 6.x.1.1-2, it is proposed to enhance ML model sharing between different AI Frameworks via ML model Format such as ONNX(Open Neuro Network Exchange), which is an open format built to represent machine learning models. ONNX defines a common set of operators - the building blocks of machine learning and deep learning models - and a common file format to enable AI developers to use models with a variety of frameworks, tools, runtimes, and compilers .for example:

1) For a NWDAF (containing MTLF) with TensorFlow AI framework, it only needs to convert a TensorFlow specific ML Mode file to an open ONNX ML Model file, which can be consumed by any NWDAF(AnLF) who supports open ONNX ML Model.

2) For a NWDAF (containing AnLF) who supports open ONNX ML Model, it interacts with the NWDAF (containing MTLF) to retrieve the open ONNX ML Model file, which will be converted by NWDAF (containing AnLF) to Caffe specific ML Model file.

Editor’s Note: ONNX is just an example of open format for ML model, and which open format for ML Model is used or if even a new open format should be designed by 3GPP is FFS.
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Figure 6.x.1.1-2: Open ML model Format to support ML model sharing 
Note: In addition, MPEG and JVET is studying how to use AI/ML model for video coding, where AI/ML model sharing between different companies has been conducted for video coding evaluation and crosscheck purposes: 
· Observations from JVET shows that conversion to/from ONNX can be done from various framework. 

· It was agreed to use ONNX format for model description for companies' evaluation of model performance.
· Please refer to https://jvet-experts.org/ for detailed information
6.x.1.2
Registration and discovery of NWDAF (containing MTLF) with ML model Format Information
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Figure 6.x.1.2-1: Registration and discovery for NWDAF(MTLF) with open ML model Format
1-3. The NWDAF (containing MTLF) registers its NF profile (Address of NWDAF (containing MTLF), Supported Analytics ID, Supported ML Model Format Information, Supported AI Framework Information) into NRF.

   The Supported ML Model Format Information indicates which ML Model Format is supported. For example, the trained ML Mode by the NWDAF (containing MTLF) can be converted to an ONNX ML Model file.

   The Supported AI Framework Information indicates which AI Framework (e.g. Tensor Flow, Pythorch, Caffe) is used to train the ML Model. 
Editor’s Note: It is FFS how to protect the ML model privacy in the MTLF, if the AnLF and the MTLF belongs to different vendors.
4-6. The NWDAF (containing AnLF) is to discover multiple NWDAFs (containing MTLF) via the NRF by invoking the Nnrf_NFDiscovery_Request (Analytics ID, ML Model Format Information, AI Framework Information) service operation.
   The NRF notifies the NWDAF (containing AnLF) with one or more NWDAF (containing MTLF) instances.

7. The NWDAF (containing AnLF) selects a NWDAF (containing MTLF) and then subscribes to the chosen NWDAF (containing MTLF1) a trained ML Model by invoking the Nnwdaf_MLModelProvision (Analytics ID, ML Model Format Information, AI Framework Information) service operation. 
8. The chosen NWDAF (containing MTLF1) notifies the NWDAF (containing AnLF) with the ML model information by invoking Nnwdaf_MLModelProvision_Notify service operation. 
The ML model is either an ML Model file (e.g. an open ONNX ML Model file) or a specific AI Framework ML Model file (e.g. an TensorFlow specific ML Model file), respectively.
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