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Abstract of the contribution: Key Issue #8 was approved to study supporting Federated Learning in 5GS in TS 23.700-81. This contribution proposed a solution to support FL between NWDAFs containing MTLF. 
1.
Discussion
KI#8 was approved to study supporting Federated Learning in 5GS in TS 23.700-81. This contribution proposed a solution focus on horizontal FL between NWDAFs containing MTLF.
2.
Text proposal
It is proposed to agree the following changes vs. TS 23.700-81:
>>>>BEGINNING OF CHANGES (all new text)<<<<
6.X
Solution #X: Federated Learning procedure between different NWDAFs
6.X.1
Description

This solution is proposed for KI#8 to support the Federated Learning procedure between different NWDAFs containing MTLF

6.X.2
Procedures
6.x.2.1
NWDAF “FL Capability” Registration

During the NWDAF containing MTLF registration in NRF procedure,

- the NWDAF containing MTLF shall include the “FL capability” registered in its NF Profile registered in the NRF. 

- The “FL capability” indicates to support “FLaggregation” and / or “FL participant” for the corresponding Analytics ID. 

- “FLaggregation” capability means the MTLF is able to manage the FL operation, select FLparticipants, aggregate the ML models from different ML clients and send back the trained ML model information to the FL participants.

- “FL pariticipant” capability means the MTLF is able to perform the ML model training for the ML model that requested by the “FL aggregation” by using the available local database and report the trained ML model information to the “FL aggregation”. The local database can be the data that is allowed to collect by the MTLF from other 5GS or ADRF. 
Editor’s Note:
Whether the “FL pariticipant” capability is required or not is FFS
6.x.2.2
NWDAF Selection for FL operation

“FL Server” NWDAF is the NWDAF containing MTLF that supports the “FL aggregation” capability for the specific Analytics ID and selected as the FL Server. 
“FL Client” NWDAF is the NWDAF containing MTLF that supports the “FL participant” capability for the specific Analytics ID and selected by the “FL Server” NWDAF as the FL Client.

The “FL Server” NWDAF may be selected based on operator’s local configuration or by the NWDAF containing AnLF for the analytics ID.

The NWDAF containing AnLF discovers an MTLF for a trained ML model as described in clause 5.2 in TS 23.288 [5]. If there is no trained ML model for the Analytics ID supported, the NRF will select the NWDAF containing MTLFs to train the ML model. If the NWDAF containing MTLF profile registered in the NRF includes the “FL Capability” for the ML model, The NRF returns one or more candidate for instances of NWDAF containing MTLF that supports the “FL aggregation” capability to the NWDAF containing AnLF. The NWDAF containing AnLF selects one NWDAF containing MTLF from the list that received from NRF and initiates the ML Model Provisioning procedure as described in 6.2A in TS 23.288 [5]. The ML Model Provisioning procedure initiated by NWDAF containing AnLF may trigger the FL operation for the specific ML model. This selected NWDAF containing MTLF will be worked as the “FL Server” NWDAF. 
The “FL Server” NWDAF selects the “FL Client” NWDAF from NRF as described in clause 5.2 in TS 23.288. The “FL Server” NWDAF further includes the “FL Client” capability as “FL participant” capability and the number of reported NWDAFs for the Analytics ID in the discovery request message. The NRF returns the candidates for instances of NWDAF containing MTLF and each candidate for instance of NWDAF containing MTLF includes the Analytics ID, the ML Model Filter Information and support of “FL FL participant” for the Analytics ID. 

6.x.2.3
FL operation between NWDAFs containing MTLF

The FL operation procedure between NWDAFs containing MTLF is described in Figure 6.x.2.3-1. 
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Figure 6.x.2.3-1 FL operation procedure between NWDAFs

0. The FL operation maybe triggered by local configuration in the “FL Server” NWDAF or request from NWDAF containing AnLF. 

Editor Note：Why and how the FL Server NWDAF determines to trigger FL training instead of normal training is FFS.
The “FL Server” NWDAF is configured the Initial FL parameters corresponding to the Analytics ID:

-
Number of FL rounds,

- 
Total number of FL clients used in the process.

-
The area of interesting for the analytics ID, the area of interesting can be a PLMN or a registration area list.
For Initial ML model training, the pre-configured Initial FL parameters will be used.

The ML model maybe re-trained to improve correctness of NWDAF analytics as discussed in KI#1, the FL parameters used for re-training maybe different to the pre-configured Initial FL parameters.
Editor’s NOTE:
whether the NWDAF containing AnLF or NWDAF containing MTLF initiates ML model re-training depends on the conclusion of KI#1. The FL parameters for ML model re-training may also depends on the correctness of NWDAF analytics. 
1. “FL Server” NWDAF selects the “FL Client” NWDAFs for the specific Analytics ID within the area of interesting for the FL as described in clause 6.x.2.2. “FL Server” NWDAF sends Nnwdaf_MLModelProvision_Subscribe to the “FL Client” NWDAFs with additional parameters:
-
the FL ID:  For each ML model FL operation, the “FL Server” NWDAF will allocate different FL IDs for different “FL Client” NWDAFs. The “FL Server” NWDAF will identify the received the interim ML models from different “FL Client” via Analytics ID + FL ID. The FL ID will not updated during the FL operation procedure.
-
ML model information (containing a (set of) file address of the trained ML model) to request the ML model operation.
2. For each “FL Client” NWDAF, if the ML model information is received from consumer, the “FL Client” NWDAF downloads the ML model according to the ML model information received from step 1.

3.
User consent will be performed by each “FL Client” NWDAF if UE related parameters are required for ML training.
4. Each “FL Client” NWDAF may collect data from other available 5GS (e.g., AMF, SMF) or DCCF for local ML model training.

5. Data source sends data to “FL Client” NWDAF.

6. Each “FL Client” NWDAF performs local ML model training and sends the trained interim ML model  via Nnwdaf_MLModelProvision_notify to the “FL Server” NWDAF. The Analytics ID, FL ID, ML model information and ML Model Filter Information for the trained interim ML model by “FL Client” NWDAF are included in the notify message.
Editor’s Note:
What parameters and in which format are included in the notify message is FFS
7. “FL Server” NWDAF downloads interim trained ML models Identified by Analytics ID and FL ID trained by each “FL Client” NWDAF according to the ML model information received in step 6.

8. “FL Server” NWDAF performs aggregation for the ML models for the same analytics ID.

Step 2 to step 8 in box A may repeated to support iterative learning based on the FL parameters configured for the Analytics ID expect step 3. For example, after the step 8 for the first round of learning, the “FL Server” NWDAF will initiate step 1 for the second round of learning.

Use consent check is only performed for in the first round of iterative learning. 
9-10. The “FL Client” NWDAF may subscribe the trained ML model for the Analytics ID from “FL Server” NWDAF as described in clause 6.2A.1 in TS 23.288 [6].

NOTE:
The ML model provision between “FL Server” NWDAF and “FL Client” NWDAF in this solution shall align with the conclusion in KI#5.
Editor’s Note:
Whether this procedure is general enough to apply to all analytics IDs needs FFS.
6.X.3
Impacts on Existing Nodes and Functionality
NWDAF containing MTLF:
- register the “FL capability” in NF profile to NRF.
For “FL Server” NWDAF:
- support “FL Client” NWDAF discovery procedure.

-  support to send FL request to “FL Client” NWDAF.
 - support to aggregate the interim ML model from “FL Clients” NWDAF.
For “FL Client” NWDAF:

- support local ML training based on “FL Server” NWDAF request.

- support to report the trained interim ML model to “FL Server” NWDAF.
>>>>END OF CHANGES<<<<
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