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Abstract of the contribution:  This contribution proposes re-ordering modes and re-ordering features to addresses the aspect of "How to treat out-of-order delivery caused by per packet-splitting." of Key Issue #2 "New steering functionalities for non-TCP traffic".
Discussion
Re-ordering is affecting the solution space for splitting support of non-TCP traffic. Typically, non-TCP protocols (UDP, IP, Ethernet) does not have means to restore the order of data at the receiver in case PDU scrambling occurs during transport. For connectivity over single access scenarios PDU scrambling is often not existent or kept minimal with no or less effect on QoS. Due to splitting non-TCP traffic across 3GPP and non-3GPP access, scrambling is significantly introduced by the different access latencies, buffer configurations, bandwidth and error proneness. This is a fundamental change compared to single access transport and let the PDUs arrive at the receiver out-of-order. Depending on the carried traffic, this leads to a bad QoS, which might fall below the QoS of a single access connectivity. Counteracting this out-of-order delivery is the declared goal of this proposal of re-ordering modes.

The proposed re-ordering modes are agnostic to the steering functions using MP-DCCP or MP-QUIC.

Proposal
It is proposed add this solution in TR 23.700-53 as follows. 
FIRST CHANGE (all text new)
6.X
Solution #X: Re-Ordering Modes
6.X.1
Introduction
This solution addresses the aspect of "How to treat out-of-order delivery caused by per packet-splitting." of Key Issue #2 "New steering functionalities for non-TCP traffic" and can be applied to MP-DCCP or MP-QUIC steering modes.
Re-ordering is affecting the solution space for splitting support of non-TCP traffic. Typically, non-TCP protocols (UDP, IP, Ethernet) does not have means to restore the order of data at the receiver in case PDU scrambling occurs during transport. For connectivity over single access scenarios PDU scrambling is often not existent or kept minimal with no or less effect on QoS. Due to splitting non-TCP traffic across 3GPP and non-3GPP access, scrambling is significantly introduced by the different access latencies, buffer configurations, bandwidth and error proneness. This is a fundamental change compared to single access transport and let the PDUs arrive at the receiver out-of-order. Depending on the carried traffic, this leads to a bad QoS, which might fall below the QoS of a single access connectivity. Counteracting this out-of-order delivery is the declared goal of this proposal of re-ordering modes.

The proposed re-ordering modes are agnostic to the steering functions using MP-DCCP or MP-QUIC.

6.X.2
High-level Description
Traffic splitting over access paths with different characteristics causes scrambling of the original data stream. A reassembly of such data stream requires a Re-ordering mode. In addition, Re-ordering features extend the basic re-ordering characteristic of a re-ordering mode. Such re-ordering modes and re-ordering features would be part of ATSSS and N4 rules. 
Re-ordering is a receiver sided functionality located in the AT3S UPF or UE, depending on the traffic direction. The basic requirement for a data stream restoration is a sender-side imposed sequencing scheme providing to the receiver side the information of the sender generated order of packets. This allows basic re-sequencing operations on receiver side keeping out-of-order received data (packets with higher sequence number than expected) in a queue until the expected data arrives. 
In this proposal three Re-ordering Modes (RModes) are suggested:
RMode 1: Strict sequence number-based re-ordering

This follows a strict policy with an exact restoration of the sender generated data stream. In scenarios where packet loss may occur it requires, however, a mechanism to detect packet loss and forward the next valid data in the re-ordering process.
Applicable scenario: Steering function and/or steering mode ensure packet delivery to receiving end; Out-of-order reception is caused by splitting data across different path characteristics but carried service requires strict in-order delivery.
RMode 2: Sequence number-based re-ordering with static expiration timer for packet loss detection

This is solved by the second re-ordering mode, which waits a specific (static) time until an expected packet is considered lost using an expiration timer.
Applicable scenario: Steering function and/or steering mode split traffic across multiple paths; Packet delivery is not ensured by the setting function/mode and packet loss is not reversible; Out-of-order reception is caused due to different path characteristics but carried service requires best possible in-order delivery.

RMode 3: Sequence number-based re-ordering with dynamic expiration timer or packet loss detection using    
path latency difference information

In situations where the latency difference between the 3GPP and non-3GPP path changes frequently the third re-ordering mode provides a method to keep the packet loss detection time close to the path conditions. This avoids waiting too long until a packet can be considered lost when a path latency difference can be expected significantly undershooting a static value from the second re-ordering mode. If the path latency difference can be expected overshooting a static value from the second re-ordering mode, in-order delivery is kept ongoing. In MP-DCCP-LL the DCCP timestamp [11] information and the MP-DCCP MP_RTT option [12] hold both information which let the latency difference be calculated or for a MP-QUIC based solution the QUIC timestamp option [x3].
Applicable scenario: Steering function and/or steering mode split traffic across multiple paths; Packet delivery is not ensured by the setting function/mode and packet loss is not reversible; Out-of-order reception is caused due to different path characteristics but carried service requires best possible in-order delivery with optimized packet loss detection time using the path latency difference.

Following Re-ordering Features (RFeatures) can optionally enhance the Re-ordering Modes 2 and 3 as follows: 

RFeature 1: Fast packet loss detection using multi-path sequence number

Connection sequencing marks the outgoing packets in the order they enter the multipath system and is independent from a particular selected path for transmission. After arrival at the aggregation node the lowest packet sequence number at each of the multiple paths is compared the that of the last correctly received packet.  When the numbers are not consecutive (i.e., when on all paths a higher number is received than the next expected in-order packet), an overall packet loss is detected.
RFeature 2: Fast packet loss detection using path sequence number

Per-path sequencing is a path inherent sequencing mechanism valid in the particular path domain only.  In this case the packets are marked by path-specific sequence numbers at the sender side and at each interface of the aggregation node the sequence numbers of arriving packets are compared on per-path level.  When a higher sequence number is received than the one which is waited for (next expected in-order packet), a packet loss for this specific path is declared.
RFeature 3: Fast packet loss detection combined multi-path and path sequence number

A mechanism for fast loss detection based on path sequencing can operate as follows. Packet pn|e (n= multi-path sequence number, e = path sequence number) arrives at the receiver. The subsequent packets pn+q|e+q with q ∈ {1, 2, …, o-1} are also transmitted over the same path but are lost during transmission. On the same path packet pn+o|e+o arrives. Now it is obvious to the receiver that packets pn+q|e+q lost since path sequencing leads to (e+o) > (e+q) > e. The overall sequence number is not sufficient to assume missing packets to be lost as they may be transmitted over another path. Though, the receiver can associate lost packets with overall sequence numbers using the difference delivered path sequence numbers. This leads to Δe = o = (e + o) - e lost packets for path sequencing. If the difference in overall sequencing Δn = m = (n + m) - n is the same as for path sequencing, thus Δn = Δe, the receiver assumes packets pn+q|e+q to be lost based on their overall sequence number.
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RFeature 4: Treat packets with sequence number below expected one

Reject or forward packets which arrive to late, out-of-scope of the re-ordering process.
RFeature 5: Re-transmission

Advise from the re-ordering process to the sender entity (UE or AT3S UPF) to re-transmit an outstanding packet, if underlying protocol supports re-transmissions (e.g. QUIC) or a steering mode keeps a send-buffer. The re-transmission feature specifies how long a dispatched packet will be stored on sender side and limits the number of re-transmissions. For triggering a re-transmission of an already dispatched packet, the ACK procedure of MP-DCCP or MP-QUIC are used.
RFeature 6: Network coding/Forward Error Correction
Sender side introduced redundancy to recover lost data from remaining incoming data.

6.X.2
Procedures

Support of RModes and RFeatures will be indicated by the UE in the 5GSM capability and negotiated during MA-PDU session establishment in same way as the steering modes. 
RModes and RFeatures will be signalled as part of PCC rules, ATSSS rules and N4 rules.

In a default setting, where no re-ordering mode (1-3) is specified, packets are forwarded at the receiving end as they arrive.
6.X.3
Impacts on Existing Nodes and Functionality
IETF protocols

-
No impact.
AMF

-
No impact. 

SMF

-
From the received PCC rules, it shall create corresponding ATSSS rules (including RModes and RFeatures) for the UE.

-
From the received PCC rules, it shall create corresponding N4 rules (PDRs, MAR, QER, etc.) including RModes and RFeatures for the UPF.

PCF

-
Shall be able to create PCC rules which include RModes and RFeatures.

UPF:

-
Shall support RModes and RFeatures.

-
Shall apply the N4 rules (including RModes and RFeatures) for each UL PDU.

UE:

-
Shall support re-ordering modes and features.

-
Shall be able to indicate support of RModes and RFeatures (in the 5GSM capability) when requesting a MA PDU Session.

-
Shall apply the ATSSS rules (including RModes and RFeatures) for each DL PDU.
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