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1. Introduction

This contribution addresses the benefits for the split SGSN approach, and tries to clarify them as requested in the previous drafting meeting.

2. Discussion

In the previous meeting the scalability was removed from the benefits due to a divergence of opinions as to its meaning. This point can be clarified as follows. When user traffic grows rapidly whereas the control traffic remains almost constant, the SGSN split allows addition of user plane nodes while keeping the same number of control plane nodes. With the current architecture (i.e. with monolithic SGSNs) one can add extra user plane cards, but this has physical limitations and sooner or later requires addition of a complete SGSN node, which is more expensive and leads to more difficult configuration than a PS-MGW.

This additional benefit is proposed to be added in section 6.9 of alternative 1.

For the former second bullet, it is made clear that the split SGSN approach allows an independent evolution and replacement of hardware technology used in the user plane and the control plane as the technical evolution progresses. In this way an operator has the possibility to only upgrade/replace e.g. the user plane nodes when required or desired.

At the previous meeting it was requested to clarify where the efficient allocation of resources between CS and PS domain comes from. The former third bullet can be clarified as follows. When the PS- and CS-MGW are combined in the same physical node, hardware resources (e.g. interface cards) and lower layer protocols can be shared by both logical instances (i.e. virtual MGWs) provided the implementation of CS- and PS-domain uses the same hardware and protocols. Therefore mechanisms can be implemented to distribute the available resources (e.g. bandwidth) among them as needed. 

Also, the control logic for handling H.248, O&M interfaces and the middle-ware used to e.g. handle redundancy, restarts and recovery can be common.

Note that all this is highly facilitated if H.248 is used on the Mp interface and thus constitutes an advantage of H.248 over GTP-C on this interface.

3. Proposal

It is proposed to update the benefits and drawbacks chapter of the Split SGSN approach as follows:

Benefits:

· Flexibility to allocate processing capacity for traffic and for control in different locations

· Flexibility to independently scale the control plane and the user plane by increasing/decreasing the number of nodes required to handle the corresponding traffic. Nodes could in principle be supplied by different vendors.
· Allows an independent evolution and replacement of nodes in the user plane and the control plane (PS-MGW and SGSN server) as the corresponding technology evolves. Nodes could in principle be supplied by different vendors.
· As an implementation option it is possible to have a combined CS/PS MGW, which allows for an efficient allocation of resources amongst both domains (e.g. if the CS and PS logical instances of the MGW share the same hardware resources like interface cards and lower layer protocols, the available bandwidth can be distributed between them as needed)
· Alternative 1 can achieve equivalent user plane efficiencies as proposed in alternative 2, as a network deployment option, by co-locating the PS-MGW and GGSN in the same physical element.  This can be deployed in a phased manner and when required.

