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1. Introduction

This contribution investigates additional drawbacks and the open issues for the one tunnel approach.

2. Discussion

The protocol stack of the user plane for the one tunnel approach is drawn in figure 36 in chapter 7.2.3 “User Plane” of TR 23.873. A reference point must be defined between two functional entities, and therefore the “IP Transport Network” bubble is not correctly drawn. It should be investigated how to draw the “IP Transport Network” bubble and its interfaces. This is also applicable for figure 34 in chapter 7.2 “Logical Architecture”. This is proposed to be added as an open issue.

The user plane TEID and IP address of the GGSN is not received in the new SGSN from the old SGSN at SRNS relocation. Therefore the current proposal for SRNS relocation will not work, and it should be investigated how the SRNS relocation should work. This is proposed to be added as an open issue.

The network configuration is more complex as the cSGSN must know which of the GGSNs are xGGSNs. Also, the two segments from RNCs to SGSNs and from SGSNs to GGSNs still have to be configured for the fall back cases, in addition to the new segment from RNCs to xGGSNs. This is proposed to be added as a drawback.

Moving from one user plane tunnel to two user plane tunnels at inter SGSN RA Update adds complexity to re-establish R99 procedures and functions, as charging, LI and CAMEL functionality have to be transferred to the SGSN from the GGSN. The old SGSN must in this case know that the new SGSN is not capable of handling the direct user plane tunnel and tell the GGSN that e.g. the volume threshold should not apply any longer.

This also brings additonal issues for location dependent charging and LI if going from cSGSN to (c)SGSN. Should old cSGSN always ask for ’termination’ of the charging- and LI-activity at inter SGSN RA Update procedures? 

This is proposed to be added as a drawback.

The (c)SGSN node still has to contain the whole R99 SGSN functionality, including transport, to support the traffic cases which requires two user plane tunnels and in addition the new functionality to handle the one tunnel case. This increases the complexity of the node compared to a R99 SGSN and hence increases its cost. This is proposed to be added as a drawback.

When one user plane tunnel is setup from RNC to GGSN, the cSGSN will handle the unsuccessful downlink user plane packets in S-CDRs while the xGGSN will handle the volume counters in G-CDRs. A partial output is charged independently and it is charged as a whole. Therefore this handling can cause problems in fault situations. Due to redundancy, the S-CDR and the G-CDR might end up in different charging GWs, and this will lead to very problematic handling of fair charging. Also, hot billing requirements do not allow complex mediation function and delays.

Also, the current charging specification says that unsuccessful downlink packets should be sent together with the chargeable volume counters in the last S-CDR.

This is proposed to be added as a drawback.

Delays are introduced for some CAMEL services as the xGGSN takes care of the volume counting while the cSGSN has the CAP interface. When CAMEL applies both a time and a volume threshold, the cSGSN need to request the volume counters at reaching a time threshold. This will result in even bigger delays. This is proposed to be added as a drawback.

3. Proposal

It is proposed to remove the figure in chapter 7.2.3 “User Plane” of TR 23.873, since it is not correct, and add the following drawbacks and open issues to alternative 2.

Drawbacks:

· The network configuration is more complex as the cSGSN must know which of the GGSNs have the capabilities of an xGGSN. Also, the two segments from RNCs to SGSNs and from SGSNs to GGSNs still have to be configured for the fall back cases, in addition to the new segment from RNCs to xGGSNs.

· Fall back to 2 tunnels adds complexity to re-establish R99 procedures and functions (e.g. when moving to an R99 SGSN, charging, LI and CAMEL have to be transferred to the SGSN from the GGSN).

· The cSGSN node still has to contain the whole R99 SGSN functionality, including transport, to support the traffic cases that require two user plane tunnels and in addition the new functionality to handle the one tunnel case. This increases the complexity of the node compared to a R99 SGSN and hence increases its cost.

· Handling of fair charging and redundancy at fault situations become very problematic as the S-CDR can end up in a different charging GW than the G-CDR.

· Increases the time needed for signalling for some CAMEL based services, because there are more entities in the signalling path (i.e. xGGSN – cSGSN– SCP).

Open Issues:

· It is FFS how to draw the “IP Transport Network” bubble and its interfaces in figure34 in chapter 7.2 “Logical Architecture” and in figure 36 in chapter 7.2.3 “User Plane”, as a reference point must be defined between two functional entities. 

· It is FFS how the target RNC will receive the user plane TEID and IP address of the xGGSN in the SRNS relocation procedures.

