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1 Introduction

End-to-end quality of service for IP MM bearer traffic will depend on QoS mechanisms in both the UMTS IP Connectivity Network (referred to here as the UMTS network) and the inter-connecting IP network (referred to here as the IP network).  This note addresses QoS mechanisms in the IP network needed by operators intending to deploy end-to-end IP QoS for IP MM traffic.  Complete solutions must address support for QoS across multiple ISP backbones in order to deal with the reality of future 3G deployments.   The key issue for S2 is what inter-working requirements are placed on UMTS network elements to support end-to-end IP quality of service?

This contribution first describes the IP network environment that is relevant to IP MM services.  We then describe the end-to-end QoS architecture.  The key issue is that realizing end-to-end QoS depends critically on traffic engineering and resource management across multiple inter-connected IP networks.  This contribution presents AT&T’s view of critical requirements needed to support end-to-end QoS in this environment.  As the success of Release 2000 service depends on achieving QoS in multiple networks, we present this contribution to encourage discussion and to build consensus around key requirements.  In particular, it is our belief that:

1. the IETF Differentiated Services architecture is the underpinning of the end-to-end QoS architecture, and that 

2. support for end-to-end RSVP is essential to achieve effective end-to-end QoS.  

The use of RSVP enables proactive traffic engineering, efficient resource management, and supports call blocking, which will be needed to handle temporary overload conditions.

2 IP Network Environment

Operator interest in the "all IP" architecture is predicated on sharing common IP network infrastructure that is being deployed for multiple services.  Within a single operator’s network, traffic between UMTS networks will be carried on a managed IP backbone.  Traffic between UMTS networks run by different operators will, in general, be carried over multiple IP networks that are distinct administrative domains or Autonomous Systems (AS’s).   AS’s operated by different ISP’s will be inter-connected through an IP peering or transit relationship
 as is typical in the Internet today.

Within each AS, it is now widely accepted that the IETF Differentiated Service Architecture (Diffserv) will be used to provide differentiated service for different traffic classes.  Traffic engineering and resource management within a Diffserv network is under control of the individual ISP.  Clearly, traffic engineering and resource management are key to providing quality of service across a Diffserv network.  When traffic crosses multiple Diffserv domains, end-to-end QoS depends on the concatenation of service provided by all of the networks along the path.  Since IP MM traffic can traverse multiple AS’s, end-to-end QoS depends on how effectively this global network can be engineered and managed.    

3 End-to-end QoS Architecture

The Release 2000 QoS architecture uses UMTS signaling to request QoS in UMTS network, and IP QoS mechanisms to provide QoS in the IP network.   This approach is intended is to allow low-cost UE to be developed that do not require an RSVP stack.   These low-cost UE will generate a PDP Context Activation Request to establish end-to-end QoS; the GGSN will be responsible for QoS inter-working with the IP network.   

Support for end-to-end QoS from non-UMTS devices is also desired.  This may be achieved through Diffserv mechanisms or RSVP reservation requests from terminals.  In this case, a gateway function will be provided in the MT.  Definition of the gateway functionality required to support non-UMTS devices is FFS.  

The IP Bearer Service information field has been proposed as an additional information element in the PDP Context Activation Request.  This information element is needed to identify the IP flows that are requesting IP QoS, and to support the interaction between QoS and call signaling.  A Policy Control Function has been defined by the QoS Drafting group to support this interaction.  The policy control function authorizes quality of service for a flow between a particular source and destination, and enables and disables the media stream for this flow at appropriate points during the call.  The IP Bearer Service information field is used in conjunction with policy-based admission control.   If a flow is admitted, it is used to configure a packet classifier in the GGSN.

4 Differentiated Services Architecture

The IETF Differentiated Services Architecture (Diffserv) will be used to support QoS across the IP network. The Diffserv architecture is a framework for supporting scalable service differentiation in the Internet.  Diffserv is based on several functions that are implemented in Diffserv nodes: packet classification, traffic conditioning, and a small number of per-hop forwarding behaviors.  In order to scale, Diffserv requires complex packet classification and traffic conditioning functions only at the edges of the network. The Differentiated Service Code Point (DSCP) in the IP header is marked in a Diffserv edge router so that packets can be given different treatment in routers internal to the Diffserv domain.   Within the Diffserv core network, routers implement per-hop behaviors (PHBs) on aggregates of packets that have been marked at the network edge.  This simplifies the packet classification function and minimizes the number of distinct traffic classes that need to be handled in core routers.  

In Release 2000, the GGSN is the Diffserv edge function that supports packet classification, and the policing and marking of packets entering the Diffserv network.   For strict QoS (conversational class) traffic such as packetized voice, packets will be marked with the DSCP corresponding to the Expedited Forwarding (EF) Per-Hop Behavior, indicating that this traffic should be provided a zero delay and loss service in backbone routers.  Bursty data traffic will be handled as best-effort within the IP network.

5 Traffic Engineering and Resource Management 

The Diffserv architecture requires adequate bandwidth to be provisioned in the network to ensure that QoS traffic receives adequate performance.  Every link over which QoS traffic flows must have adequate capacity.   More precisely, care must be taken to ensure that the total admitted load for a per-hop behavior (PHB) does not exceed the link capacity allocated to that PHB.  This requires sophisticated tools to monitor traffic demands and correlate the demand with network topology.  Since IP is data-gram oriented, these tools require a measurement and monitoring infrastructure to perform real-time measurement of destination addresses and byte counts using tools such as Cisco Netflow.  AT&T is developing experience with such a monitoring infrastructure.  This real-time data is processed off-line to produce a traffic matrix, as an input to traffic engineering and capacity planning tools.

However, this measurement and traffic engineering process is complex:  changes in network topology, routing changes, short term fluctuations in demand, delays in provisioning new links or equipment, and inadequate monitoring tools all make capacity planning and traffic engineering of IP networks difficult, even for best effort traffic.  Experience with large-scale deployment of QoS in the Internet has yet to occur.

To deal with the requirements of strict QoS traffic, AT&T believes that RSVP will provide the most effective mechanism for doing proactive traffic engineering and resource management.  RSVP messages convey end-to-end resource requirements to the IP network.   The explicit indication of QoS requirements that is provided by RSVP can be used to support traffic engineering and resource management in a much more straightforward manner than traffic measurements.   Routers can provide alarms if the QoS traffic demands signaled via RSVP reach or exceed the configured capacity for that traffic class. When the QoS traffic demand at a router exceeds the provisioned capacity, the alarms that are generated can allow proactive traffic management to address the situation and also serve as a trigger to plan new capacity.  

The characteristics of RSVP are very important given the network configurations that we anticipate for Release 2000 deployments.  QoS traffic will traverse multiple IP networks, each of which needs to manage capacity and provide QoS.  RSVP is designed so that messages flow along the end-to-end path taken by the traffic.  Thus, RSVP provides information about traffic demands that copes with changing calling patterns, changes in IP routing, network reconfigurations, etc.  In the absence of RSVP, operators will be forced to over-provision their networks and inter-network links.  In some cases, due to unforeseen demands, traffic overload on an under-provisioned link or links will cause voice quality to degrade. 

In addition to its traffic management function, RSVP allows routers to block calls, which may be necessary in case of focused overloads to prevent degradation of service.  In a circuit switched network, overload controls are implemented in switch controllers.  In an IP network, the session and bearer control planes are separate.  This requires overload controls to be implemented in both the session and bearer planes. 

Finally, since RSVP provides the ability to block calls, there are cases in which the network can be provisioned with less capacity than would be needed to accommodate worst case peak demands.  This can occur in regional access networks, where traffic from a number of GGSNs is multiplexed at a router onto a backhaul link.  This case was described in more detail in Tdoc S2-001539 [4].

6 RSVP Scalability

One potential concern about RSVP is how well it scales to a large number of flows.  RSVP was initially used in the context of IETF Integrated Service (intserv) networks.   RSVP/Intserv did not scale well for two reasons.  One reason is that it required routers to support packet classification for individual IP flows.  The second reason is that RSVP/Intserv potentially placed excessive RSVP signaling load on routers in the core of the network, where there might be tens or hundreds of thousands of flows.    

We note that these concerns are not relevant to the recommended use of RSVP in Release 2000.  Since the Release 2000 QoS architecture is based on Diffserv, IP network routers will not have to support packet classification for individual IP flows.  We recommend that RSVP should be used in the Diffserv network, consistent with IETF procedures described in [3].  The GGSN, as a Diffserv edge, supports packet classification and marking for the flows entering the Diffserv network.   For UMTS devices, the GGSN would also serve as a RSVP endpoint.

Concerns about RSVP signaling load have been addressed in the “RSVP aggregation draft” [2].  Near the edges of the network, routers process and do resource accounting for per flow RSVP requests.  However, on ingress to the high-capacity core network, per-flow RSVP messages from endpoints are aggregated by a router (known as an aggregation router) into a single RSVP session for an aggregation of flows.  When a per-flow RSVP message arrives at the boundary of the aggregation region, it is effectively “tunneled” to the far side and is also used to perform resource management for an aggregation of flows that pass through the same egress router.  This reduces the RSVP signaling load in IP network routers within the region of the network where aggregation is done.  Details are found in [2].

Our conclusion is that RSVP can scale to handle very large numbers of flows by using RSVP aggregation, while retaining the benefits of having an explicit indication of traffic demand and allowing blocking.  Within AT&T’s IP network, we plan to use RSVP in this way to provide QoS for VoIP services.  When there are multiple inter-connected IP networks, we believe that the challenges associated with traffic engineering for strict QoS traffic will require the use of RSVP.  The Inter-domain Quality of Service architecture for cable VoIP services also uses RSVP for explicit signaling of QoS demands.

7 Alternative Approaches

In coming to our conclusion, we have evaluated a number of alternative approaches.  Each of these approaches has drawbacks that have caused us to reject them.

One alternative might be to include support for QoS control in the session control layer (CSCFs).  As mentioned before, this is the approach that is used in the circuit switched network.  However, we believe that it is critical to retain a clear separation between the session and bearer planes.  Since CSCFs are not aware of IP network topology, it is not possible for CSCFs to effectively provide resource management or overload control for the bearer network. 

Another approach that has been considered is a bandwidth broker.  A bandwidth broker is a network server that maintains a view of network topology and resource availability in order to process resource requests.  However, since the bandwidth broker is effectively a “centralized” resource manager, it cannot cope with dynamically changing traffic demands or heavy signaling load.  In our view, bandwidth brokers are primary applicable for managing large aggregates, such as provisioning of virtual leased lines (e.g., VPNs).  Fundamentally, a bandwidth broker needs input about the underlying traffic demands to do its job.   Without RSVP, the bandwidth broker would not have the data it needed to ensure QoS.

We have also evaluated the use of MPLS for traffic engineering.  MPLS Traffic Engineered (MPLS-TE) Tunnels are established by network management systems to establish capacity for a particular set of demands.  However, like a bandwidth broker, the traffic management system needs data about the underlying traffic demands to set up a TE tunnel: it can’t just invent this information.  RSVP signaling will be one of the sources of information that allows effective traffic management.

8 Recommendation

This contribution recommends that the following text be added as an informative annex in 23.207 and taken as a working assumption for further work:

Annex C (Informative)

The following will be taken as a working assumption for further work. The IETF Differentiated Services architecture will be used to provide QoS for the external bearer service.  The GGSN provides the Diffserv edge function as is currently described in 23.207.  

For applications that require stringent IP quality of service (e.g., carrier-grade telephony),

1. It is intended to make possible the use of existing QoS management mechanisms in 23.107 with any required extensions FFS (e.g., IP bearer service information element) to request end-to-end QoS, and

2. When these existing QoS management mechanisms are used for requesting end-to-end QoS, the IP BS manager in the GGSN will act as an RSVP endpoint towards the external network, generating and responding to per-flow RSVP messages.

Use of RSVP is intended to enable the external network provider to support traffic engineering, efficient resource management, and call blocking if needed to handle temporary overload conditions. 

It is also desired to allow endpoints to use Diffserv or RSVP to indicate their QoS requirements to the MT.   The requirements on the IP bearer service manager in the UE and GGSN to support this functionality are FFS.
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� Transit is a business relationship where an ISP provides access to all destinations in its routing table.  Peering is a business relationship where ISP’s reciprocally provide connectivity to each other’s transit customers. 





