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Abstract of the contribution: This pCR propose to add a new key issue to TR 23.700-80.
Discussion
The fundamental objective of this study is to have the 5G system to provide intelligent transport for the Application AI/ML operation traffic.    

Today 5G system support variety of data transfer and traffic steering mechanisms (e.g. AF Influence, Background Data Transfer etc.) which could be reused to support the transmission of the Application data.  Rather than introducing new data transfer mechanism in 5G system, the existing mechanism should be reused as much as possible. 

One aspect of this KI is to study whether and how the existing 5G system transport and traffic steering mechanisms can be reused to support the Application AI/ML operation. 

In TS 22.261, AI/ML operation splitting between AI/ML endpoints is introduced one of use case for AI/ML model transfer 5GS as follows. 

“-
AI/ML operation splitting between AI/ML endpoints
The AI/ML operation/model is split into multiple parts according to the current task and environment. The intention is to offload the computation-intensive, energy-intensive parts to network endpoints, whereas leave the privacy-sensitive and delay-sensitive parts at the end device. The device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device.”
To split the operation between AI/ML endpoints, the device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device. 

· For Online model distribution, an AI/ML model can be distributed from a NW endpoint to the devices when they need it to adapt to the changed AI/ML tasks and environments. For this purpose, the model performance at the UE needs to be monitored constantly.
· Also, as part of Distributed/Federated Learning, a UE performs the training based on the model downloaded from the AI server using the local training data. Then the UE reports the interim training results to the cloud server via 5G UL channels. The server aggregates the interim training results from the UEs and updates the global model.

Based on the above, at least two level of interactions are expected between the Device (UE) and NW endpoint. 

· A framework to exchange AI/ML model from a NW endpoint to the device or to exchange intermediate data or local training data from device to the NW endpoint.

· A framework to exchange inference results from a NW endpoint to the device or to exchange model performance from the UE to the NW endpoint.  
With the above definition, SA1 mentioned that the applications, which require low latency with high reliability (see Table 7.10-1 of TS 22.261) such as image recognition, media recognition and robotics control, could be target applications for AI/ML operation splitting between AI/ML endpoints. In order for AI/ML operation splitting to support the applications with low latency and high reliability, it is crucial to have cooperation between 5G system and the authorized 3rd party application with the following aspects: 
i) Communication delay in 5G system affects AI/ML operation completion time, therefore, 3rd party application can measure, estimate, or predict the communication delay between endpoints. 
ii) If task have been allocated to each endpoint, 3rd party application may require for 5GS to ensure to provide a certain level of service that satisfies operation completion budget. 
iii) Unexpected events on AI/ML operation including 5G internal events can be degrades the AI/ML operation performance, thus the sharing of events on the operation and the handling of those events are required for both 5G system and 3rd party application. 
Proposal
It is proposed to update the following text proposal in TR 23.700-80.
*** Start of change (all new text)***
5.X
Key Issue #x: 5GC Enhancements to enable Application AI/ML Traffic Transport
This key issue is to address WT#1.1d.  
Different levels of interactions are expected between UE and AF as AI/ML endpoints based on TS 22.261 [x] to exchange AI/ML model, intermediate data, local training data, inference results or model performance as Application AI/ML traffic(s).
The following aspects are to be studied, in regard to how to assist the Application AI/ML operation:

· Whether and how the existing 5GC data transfer/traffic routing mechanisms are re-used or enhanced to support the transmission of the Application AI/ML traffic(s) over 5GS between AI/ML endpoints (i.e. UE and AF)?
· NOTE 1:
Privacy aspects will be handled by SA WG3.

· 
Whether new 3GPP charging mechanisms are required for identification and charging of Application AI/ML traffic over the user plane that cannot be attributed or charged to the end user?
· NOTE 2: Charging aspects will be done in collaboration with 3GPP SA5.
*** End of change***
�This aspect should be part of the KI for WT#1.1b


�The discussion on this particular aspect is belonged to Architecture Requirements and Assumptiosn discussions in clause 2.  There is no need to have a note here. 


�First of all, 5GC should not be involved in the control of the Application AI/ML operation.  Secondly, the decription of this bullet is too solution specific.  
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