

SA WG2 Temporary Document
Page 1

[bookmark: _GoBack]3GPP TSG-WG SA2 Meeting #149E e-meeting 	S2-2200984
E-meeting, 14th – 25th February 2022	(revision of S2-220xxxx)

Source:	Samsung
Title:	Key issue on support for federated learning in 5GC
Document for:	Approval
Agenda Item:	9.23
Work Item / Release:	FS_eNA_Ph3 / Rel-18
Abstract: This contribution proposes a new key issue for FS_eNA_Ph3. 
1. Introduction
This contribution proposes a key issue related to the following WT #4.1.
	Objective#4: enhanced architecture/new Use Case(s): 
WT#4.1: Study whether and how to enhance architecture to support federated learning in the 5GC 



Let us consider a scenario where an NWDAF generates analytics from the raw data distributed in NFs and/or UEs in the 5GS. The first step would be collect the dispersed data into an NWDAF that performs ML model training. Unfortunately, this will be accompanied with the intra-5GS communication overhead to gather a large volume of data and potential privacy issue for user data. To tackle this issue, Federated Learning (FL) can be applied to enable distributed ML model training among NWDAFs without sharing the raw data. 
One of possible FL operation over NWDAFs would be as follows: multiple local NWDAFs perform its own ML model training and transmit the locally trained ML model to a central NWDAF. The central NWDAF then generates a global model by aggregating the local models from the local NWDAFs. To support this, open issues are addressed in this contribution.   
2. Text Proposal
It is proposed to capture the following changes in TR 23.700-81.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * * (all new text)
[bookmark: _Toc93330864]5.X	Key Issue #X: Support for federated learning in 5GC
[bookmark: _Toc93330865]5.X.1	General Description
An NWDAF generates analytics from the raw data distributed in NFs, AFs and/or UEs in the 5GS. As per Rel-17, the first step would be to collect the dispersed data into an NWDAF that performs AI/ML model training. Unfortunately, this will be accompanied with the intra-5GS communication overhead to gather a large volume of data and potential privacy issue for user data. 
To tackle this issue, federated learning can be applied to enable distributed AI/ML model training among NWDAFs without sharing the raw data. Specifically, multiple local NWDAFs (standalone or co-located with other NFs) may perform its own AI/ML model training and transmit the locally trained AI/ML model to a central NWDAF. The central NWDAF then generates a global model by aggregating the local models from the local NWDAFs. This key issue investigates the following aspects:
-	How to decide if federated learning is required or not for an analytics service.
-	How to select NWDAF instances for a group of federated learning operation?
-	What information (if any) can be used to assist such a NWDAF selection mechanism?
-	How to coordinate the federated learning operation among the selected NWDAFs?
-	Whether and how to perform performance monitoring of the NWDAF federated learning operation?

* * * * End of changes * * * *
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