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Abstract: A new KI on fast and efficient network exposure improvements is proposed.
1. Introduction/Discussion
According to the FS_EDGE_Ph2 SID (SP-211638), the following work task is approved:
WT3.1)	Define use cases that may benefit from exposure of additional data via the Local UPF/NEF including describing (on a high level) the characteristics of the data and data delivery to fulfil the use cases.
WT3.2)	Investigate the solutions and their feasibility and suitability for improved network exposure of UE traffic related information to common Edge Application Server via Local UPF/NEF, such as network congestion status.
Based on the above work task, a new KI on fast and efficient network exposure improvements is proposed.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-48.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * All new text (based on skeleton)* * * *
[bookmark: _Toc93422574]5.2	KI#2: Fast and efficient network exposure improvements
[bookmark: _Toc93422575]5.2.1	Description
Editor's note: This key issue corresponds to Work Task #3 in SP-211638. This sub-clause can be further improved based on contributions.
[bookmark: _Toc93422576]This key issue addresses improvements to fast and efficient network exposure of UE traffic related information to Edge Application Server via Local UPF/NEF to support exposure of additional information, such as network congestion status.
This key issue defines use cases that may benefit from exposure of additional data via the Local UPF/NEF including describing (on a high level) the characteristics of the data and data delivery to fulfil the use cases.
This key issue then investigates the solutions and their feasibility and suitability for improved network exposure of UE traffic related information to common Edge Application Server via Local UPF/NEF, such as network congestion status.
NOTE:	XR/media and AI/ML services specific QoS information exposure are to be studied in corresponding study items with considering the same exposure framework as defined by this study.
NOTE:	This key issue will look at the use cases and the data to be exposed but not at the actual UPF exposure mechanism or UPF-originated data, if/when already covered by the FS_ UPEAS.
The following issues should be studied:
-	What kind of network information and in which level, e.g. per QoS Flow, per cell, for NG-RAN to expose to Edge Application Server via UPF?
-	How NG-RAN exposes network information to Edge Application Server via UPF, including the scenario where a QoS flow only has service in downlink direction.
5.2.2	Use cases and scenarios
Editor's note: This clause will document the use cases and scenarios applicable to KI#2.
Network congestion status has already been widely used to adjust the transmission behaviour in different scenarios. For example, 
-	For some transport layer protocols, e.g. TCP, QUIC, congestion control algorithms can be used to control packets transmission via 5GS based on estimated network congestion status. Traditional congestion control algorithms estimate the network congestion status based on e.g. ack packet. For example, TCP congestion control algorithm defined in RFC 5681 [x] uses slow start, congestion avoidance, fast retransmit, and fast recovery, which leads to classic “sawtooth” congestion window.
-	For application layer, various application behaviors can be adjusted based on the estimated network congestion status. For example, if network congestion is detected, a progressive downloading sever can use Adaptive Bitrate Streaming to adjust video bitrate, an automotive car can send an alert to the driver, and a remote-controlled machine can perform an emergency stop.
For Edge computing scenarios, most applications are sensitive to the change of network latency and congestion. If the network congestion status can be exposed to the application servers in a fast and efficient way, these services can react to the change of network congestion status more agilely.
Exposing network congestion status to Edge Application Server needs to be studied to improve user experience. As the service may use GBR QoS Flow or non-GBR QoS Flow, both network congestion exposure for GBR QoS Flow and non-GBR QoS Flow needs to be studied.
-	For the GBR QoS Flow, the network congestion status can be conveyed as QoS notification control as defined in 5.7.2.4 of TS 23.501 [y]. When NG-RAN determines that the GFBR, PDB, PER of the QoS profile cannot be fulfilled, the NG-RAN sends a notification towards SMF that the “GFBR can no longer be guaranteed” (or “GFBR can be guaranteed”), as well as the reference to the matching Alternative QoS Profile. The SMF forwards the notification to AF via PCF, NEF.
-	For the non-GBR QoS Flow, the network congestion indication which indicates that network congestion occurs is enough to improve user experience.
For the scenario where the service has different QoS requirements in uplink and downlink direction, SMF binds the uplink traffic and downlink traffic to different QoS Flows. However, current QoS monitoring mechanisms relies on uplink to report the QoS monitoring result to UPF. How NG-RAN exposes network information to Edge Application Server via UPF needs to be studied.

[bookmark: _Toc93422577]5.2.3	Assumptions
Editor's note: This clause will document assumptions applicable to KI#2, if any. This clause will be removed if left empty.
The fast and efficient exposure path defined in TS 23.548[z] shall be used as basis for the exposure.
* * * * End of changes * * * *
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