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Discussion

This contribution is related to WT # 4.1 i.e. 

WT#4.1: Study whether and how to enhance architecture to support federated learning in the 5GC

NOTE: Coordination with SA5 is needed in case SA5 is to study FL
Current enablers for network automation architecture by NWDAF still faces some major challenges as follows:

-
User data privacy and security (protected by e.g. GDPR) has become a worldwide issue, it is also difficult for NWDAF to collect UE level network data, especially directly collect data from UE.

-
Currently an NWDAF can be deployed in a centralized manner, and if the NWDAF is implemented by the 3rd party, the network data may be exposed to the 3rd party, which may lead to the network data leakage or mis-used.

Thanks to Federated Learning (also called Federated Machine Learning) technique, in which there is no need for raw data transferring (e.g. centralized into NWDAF) but only need for ML model sharing, these challenges may be handled in Rel-18. 

This proposal focuses on the Federated Learning, where the data types of different datasets overlap a lot, but the users overlap little. For example, as shown in Figure 1, multiple NWDAF will be deployed in a big PLMN, so maybe it is difficult for NWDAF to centralize all the raw data that are distributed in different Areas. However, it is desired or reasonable for the NWDAF distributed in an Area to share its model or data analytics with others NWDAFs.
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Figure 1: Hierarchical NWDAF deployment in a PLMN

In Figure 2, the main idea of Federated Learning is to train ML model cooperated by a Server NWDAF and multiple Client NWDAF:

-
A Client NWDAF (e.g. deployed in a domain or network function) locally trains the local model with its own data and share it to the Server NWDAF. 

-
With local models from different Client NWDAFs, the Server NWDAF could aggregate them into a global or optimal ML model and send it back to the Client NWDAFs. The global ML model could be used for local ML model update by the Client NWDAF while the optimal ML model could be used for inference by the Client NWDAF.
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Figure 2: Example architecture for a Federated Learning system
Imagine that we have [image: image4.png]
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 (e.g. Client NWDAF), all of them wish to train a machine learning model by consolidating their respective data [image: image8.png]


. In the current mechanism, the method is to put all data together into Server NWDAF and use [image: image10.png]
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. A Federated Learning system is a learning process in which the data owners collaboratively train a model [image: image14.png]


, in which process any data owner [image: image16.png]


 does not expose its data [image: image18.png]


 to the NWDAF. In addition, the accuracy of [image: image20.png]
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 should be very close to the performance of [image: image24.png]
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 be a non-negative real number, if
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We say the Federated Learning algorithm has [image: image31.png]


 -accuracy loss.

Proposal: 

To study how to support Federated Learning in 5GS, one new KI is proposed to be added in the new TR 23.700-81 for FS_eNA_Ph3, which aims to investigate the following aspects:

-
Study how to register and discover multiple NWDAF containing MTLF instances that are willing to join a Federated Learning task;

-
Study how to coordinate multiple NWDAF containing MTLF instances including selection of participant MTLFs and decision of role for the participant MTLFs (i.e., Server MTLF or Client MTLF) to accomplish Federated Learning tasks;

- 
Study how to enable ML model sharing among multiple NWDAF containing MTLF instances for Federated Learning;

-
Study how an NWDAF containing MTLF instance aggregates the learning results from the multiple participant NWDAF containing MTLF instances to support Federated Learning.
2. Proposal
It is proposed to agree the following key issue into TR 23.700-81

* * * First change * * * *

5.2
Key Issues

5.2.X
Key Issue #X: Supporting Federated Learning in 5GC 

5.2.x.1
General Description

This contribution is related to WT # 4.1.
Current enablers for network automation architecture by NWDAF still faces some major challenges as follows:

-
User data privacy and security (protected by e.g. GDPR) has become a worldwide issue, it is also difficult for NWDAF to collect UE level network data.

-
With the introduction of MTLF in R17, various data from wide area is needed to train an ML model for NWDAF containing MTLF. However, it is difficult for NWDAF containing MTLF to collect all the raw data from distributed data source in different areas.
In order to address the challenges, 3GPP tries to adopt Federated Learning (also called Federated Machine Learning) technique in NWDAF containing MTLF to train an ML model, in which there is no need for raw data transferring (e.g. centralized into NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) i.e., sharing of ML model and of the learning results among multiple NWDAFs (MTLF). In R17, however, the cooperation of multiple NWDAF containing MTLF is explicitly prohibited and it is only allowed for NWDAF containing AnLF to subscribe or request the ML model from the configured NWDAF containing MTLF

This Key Issue is aim to study architecture enhancement to support Federated Learning which allows the cooperation of multiple NWDAF containing MTLF to train an ML model in 3GPP network with the following aspects:

-
Identify the use cases that required Federated learning in 5GC;

- 
Study the registration and discovery of the NWDAF supporting Federated Learning;

-
Study how to decide whether Federated Learning is required or not for an existing Analytics ID or a new Analytics ID;
-
Study how to coordinate multiple NWDAFs including selection of participant NWDAF instances in the Federated Learning group, e.g., assistance information (if any) to perform the selection, and decision of role for the participant NWDAF;

-
Study whether and how to perform performance (e.g. network performance and model performance) monitoring of the NWDAF Federated Learning operation;

NOTE 1:
Performance monitoring of Federated Learning operation should be aligned with mechanisms for improved correctness of analytics defined in WT#1.2.
NOTE 2:
In terms of user data privacy and security improvement, the cooperation with SA3 is needed.

NOTE 3: The impact on UE and RAN shall be avoided for this Key Issue.

NOTE 4: Solutions requiring model distribution for FL should be aligned with mechanism for model sharing defined in WT#3.2

NOTE 5: Server NWDAF connects to one layer of Client NWDAFs, and any of the Client NWDAFs cannot cascade more sublayers. 

NOTE 6: All the NWDAFs attending the Federated Learning should belong to the same PLMN.
* * * End of change * * * *
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