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[bookmark: _Hlk514274591]1		Discussion
The agreed SID SP-211650 contains the following Working Task:
	Objective#1: The following key issues deprioritized from R17 
WT#1.2: Study possible mechanisms for improved correctness of NWDAF analytics



A few aspects need to be considered to improve correctness of NWDAF analytics:
-	Correctness of predictions is usually associated to accuracy, a metric which compares the number of correct predictions out of all the predictions, and that represents maybe the most prominent KPI to rate ML models. However, the accuracy can be corrupted by a wrong calculation and/or unfair feedback collection. Thus, it should be studied how to compute the accuracy metric correctly and in a reliable way, and to collect performance feedback from trusted sources.
-	The accuracy of an ML model during inference may be lower than the accuracy of the same ML model during training. This is likely to happen if the training data set differs significantly in terms of distribution and features from the input data that the ML model is fed with during inference. Knowing how the ML model is meant to be used would help to train the ML model efficiently and effectively. It should be studied how to enhance ML model provisioning to take into account how the model is used.
This contribution proposes a related key issue.
2		Proposal
The following change is proposed for TR 23.700-81.
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[bookmark: _Toc50536656][bookmark: _Toc50575409]5.x	Key Issue #X: How to improve correctness of NWDAF analytics
Correctness of predictions is usually associated to accuracy, which represents the most prominent KPI to rate ML models. However, the accuracy can be corrupted by a wrong calculation and/or unfair feedback collection. It is thus of utmost importance to ensure that the accuracy is meaningful, consistent, and comparable.
The accuracy of an ML model during inference may be lower than the accuracy of the same ML model during training. This is likely to happen if the training data set differs significantly in terms of distribution and features from the input data that the ML model is fed with during inference. Knowing how the ML model is meant to be used would help to train the ML model efficiently and effectively.
The following aspect needs to be studied:
-	How to compute the accuracy of an analytics prediction correctly and in a reliable way, and to collect performance feedback from trusted sources.
-	How to enhance ML model provisioning to consider how the ML model is used.
* * * * End of changes * * * *
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