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Discussion

WT#3.2 states: Study if there is a need for applications to adapt downstream scheduling in order for 5GS to meet really low latency (e.g. 2msecs) requirement and if there is a need to have feedback from RAN (e.g. for application to consider DL packet transmission time slots to avoid buffering in the RAN) for this purpose.
Background: 

· R16 TSN integration and 5GS Bridge case: CNC can provide information on periodicity and ingress port burst arrival time of a cyclic traffic stream to 5GS. RAN burst arrival time can be calculated from that and provided together with periodicity to RAN as part of TSC Assistance information. 

· R17 TSC support: R16 support is generalized so that any AF can provide periodicity and 5GS ingress burst arrival time to 5GS via the QoS API exposed by NEF. TSCAI can be determined from AF parameters and eventually provided to RAN. 
· RAN can optimize its scheduling based on the TSCAI.

Deficiencies of the R16 and R17 solutions:

· RAN just receives the traffic flow periodicity and burst arrival times but cannot influence them.

· One of the potential problems especially considering low latency applications is that the provided times may not fit well with the TDD cycle used in the network. [See/use figure in the slides to explain the different situations, phase and frequency mismatch.] This creates additional delay or delay variation to the traffic flows. This can be an issue for QoS Flows requiring PDB 5 ms or lower. Figure 1 below illustrates one simplified example for DL where in the worst case when the burst arrives just after RAN scheduling decision is made, the additional buffering time before the next scheduling cycle could be up to ~2 ms (assuming 15 kHz SCS and slot-based scheduling). On the other hand, with best case with perfect match between TDD pattern and TSC burst arrival time, this time is negligible.
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Figure 1 Example figure showing buffering time due to mismatched TDD pattern and TSC burst arrival times
· Additionally, since the burst arrival times of different flows traversing in the same direction through the same gNB are not coordinated they can collide with each other creating an additional source for delay variation. 

· This applies to both UL and DL direction. UL may be even more important as in TDD the UL time duration is typically shorter than the DL one.

Thus, it would be beneficial if the 5GS could influence the transmission cycle and time of the extremely low latency periodic traffic flows in such a way that they can be well aligned with the RAN TDD cycle and with each other for transmission over the radio link. This would reduce delay and delay variation for the traffic flows and could also allow 5GS to serve more traffic flows with required QoS.
Considerations:

· This requires applications to be able to adapt to and follow 5GS provided transmission schedule preferences. This is not necessarily possible with the 5GS integration with TSN centralized configuration model with the Time Aware Shaper since in that scenario the TSN CNC calculates the schedules taking into account all the flows and all the bridges on the path. The solutions seem to fit better with R17 TSC scenarios where the transmission schedule may not need to be coordinated with additional network elements but can be optimized based on 5GS feedback.

· There are two main approaches for providing the feedback from the 5GS

· Reactive: Feedback is provided after the TSC application has started transmitting based on the detected burst arrival times and traffic pattern of the TSC flow.
· Proactive: Feedback (transmission schedule preferences) is provided to applications before the transmission starts in order applications to take advance of the provided information in transmission timing determination.  
· There are two main approaches to do the coordination
· By RAN itself

· By CN based on information provided by the RAN.
Proposal

Add the following KI to TR ???..
*** BEGIN CHANGES ***
X.x
Key Issue #X: Feedback from 5GS to application traffic transmission schedules
x.x.1
Description

The objective of the key is to study if there is a need for applications to adapt downstream scheduling in order for 5GS to meet really low latency (e.g. 2msecs) requirement and if there is a need to have feedback from RAN (e.g. for application to consider DL packet transmission time slots to avoid buffering in the RAN) for this purpose.
For this key issue the following areas should be studied. 

· Need for application transmission schedule adaptation and the ability to meet extremely low PDB for a QoS Flow from the 5GS perspective  for periodic traffic streams:

· When TDD pattern and TSC burst arrival times do not match at the radio interface.

· When there is burst collision at the radio interface due to identical burst arrival times of multiple TSC flows  
· When and what to provide as feedback from RAN towards the Application Function.

· Proactive vs. reactive feedback.

· The content of the feedback.

· How would the 5GS provided feedback influences the application traffic scheduling 
· Application endpoint (traffic source and destination) adaptation considering 5GS provided feedback.
*** END CHANGES ***
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