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[bookmark: _Hlk514274591]1		Discussion
In SP-211650 the following working task has been agreed for FS_eNS_Ph3:
Objective#1: The following key issues deprioritized from R17 
WT#1.2: Study possible mechanisms for improved correctness of NWDAF analytics 
Objective#2: KIs with no conclusion from R17
WT#2.1: Whether and how NWDAF can assist application detection 
NOTE: Solutions shall not cause degradation of UPF performance.
WT#2.2: Whether and how to support data and analytics exchange in roaming case
Objective#3: Rel-17 features enhancement: 
WT#3.1: data collection and data storage enhancements (including DCCF and ADRF enhancements, e.g., DCCF relocation, ADRF selection, ML model storage)
WT#3.2: Whether and how to enhance trained ML Model sharing for different vendors.
NOTE: Coordination with SA5 is needed in case SA5 is to study AI/ML management.
WT#3.3: UPF data report to NWDAF to support UPF data report for analytics as specified in R16/R17 and additional UPF data identified in R18.
NOTE: Coordination with FS_ UPEAS / Study on UPF enhancement for Exposure and SBA is needed.
WT#3.4: Study whether and how interactions between NWDAF can leverage MDAS/MDAF functionality for data collection and analytics
NOTE: The study should be led by and coordinated with SA5 and conclusions will be reached jointly
WT#3.7: NWDAF-assisted URSP
WT#3.8 enhancements on QoS Sustainability analytics
· Whether and how to enhance the QoS sustainability analytics with finer granularity and additional input data
NOTE: Double-check the study conclusions with 5GAA before proceeding. 
Objective#4: enhanced architecture/new Use Case(s): 
WT#4.1: Study whether and how to enhance architecture to support federated learning in the 5GC
NOTE: Coordination with SA5 is needed in case SA5 is to study FL
WT#4.2: NWDAF enhancements considering the finer granularity of location information than TA and cell level 
 NOTE:    Coordinated activities between the study FS_eLCS_PH3 and this study are needed if NWDAF need to get Location information.

In some deployments the input data used for ML Model training are located in different domains. The example of different domain could be different geographic area, or network function from different vendors, or network function from different operators. It may be difficult to collect the raw data from each domain since each domain may not want to expose their data outside of domain, diffuclty in definition of the raw data format, and the high requirement on transporting the raw data. Federated learning is a machine learning technique that trains an ML Model across multiple domains holding the input data, without exposing them outside of the domains. Two types of Federated Learning are considered:
· Vertical Federated Learning uses data sets of different feature space in different domains to jointly train an ML Model.
· Horizontal Federated Learning uses data sets with the same feature space in different domains to jointly train an ML Model.
In each domain, NWDAF is responsible for local ML Model training. In order to support Federated Learning in 5GS, this key issue is to study the following aspects:
[bookmark: _Hlk75786656]-	How to select the NWDAF which support the Federated Learning for ML Model training in each domain.
-	How to enhance the interactions between NWDAFs in order to support Federated Learning for ML Model training.


2		Proposal
The following change is proposed for TR 23.700-81.

****************** First change ****************
[bookmark: _Toc93330864]5.x	Key Issue #X: Support of Federated Learning in 5GS
In some deployments the input data used for ML Model training are located in different domains. The example of different domain could be different geographic area, or network functions from different vendors, or network function from different operators. It may be difficult to collect the raw data from each domain since each domain may not want to expose their data outside of domain, diffuclty in definition of the raw data format, and the high requirement on transporting the raw data. Federated learning is a machine learning technique that trains an ML Model across multiple domains holding the input data, without exposing them outside of the domains. Two types of Federated Learning are considered:
-	Vertical Federated Learning uses data sets of different feature space in different domains to jointly train an ML Model.
-	Horizontal Federated Learning uses data sets with the same feature space in different domains to jointly train an ML Model.
In each domain, NWDAF is responsible for local ML Model training. In order to support Federated Learning in 5GS, this key issue is to study the following aspects:
-	How to select the NWDAF which support the Federated Learning for ML Model training in each domain.
-	How to enhance the interactions between NWDAFs in order to support Federated Learning for ML Model training.
NOTE 1:	The Federated Learning for Analystic is out of scope of this key issue.
[bookmark: _GoBack]NOTE 2:	Both Vertical Federated Learning and Horizontal Federated Learning are considered in this key issue.
NOTE 3:	AN support for Federated Learning is not in the scope of this key issue
NOTE 4:	Corrdination with SA5 may be needed to support Fedearated Learning.


******************** End of change ********************
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