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Abstract of the contribution: This contribution proposes a new key issue for FS_eNA_Ph3.
1. Discussion
This KI is related to WT # 4.1.
Issues and requirement:

A user can generate a variety of sample characteristic data on different entities in different domains, but these raw data cannot interact in many cases, because:

· Different domains (AF domain, CN domain, RAN domain) in 5GS network are not willing to share data (possibly due to GDPR requirements), resulting in data islands;  

· Devices (different NWDAFs) between manufacturers are also reluctant to share private information due to private implementation and other reasons. 

The current R17 NWDAF is a centralized training mode, and all training data are concentrated in NWDAF (MTLF) training, which cannot meet the requirement of data privacy.  

On the other hand, R17 NWDAF inference is also centralized, and all inference data are also centralized in AnLF for inference, which cannot meet the requirement of data privacy.
Observation:

· The training mode of NWDAF (MTLF) and the inference mode of NWDAF (AnLF) in R17 cannot meet the requirements of data privacy.

· In order to meet data privacy requirement, for the scenario that same UE sample but different feature data generated in different domains/entities (e.g. different NWDAFs), it is needed to study how to support vertical federated learning achieving similar training accuracy without exchanging private raw data.

Proposal: 
Add a KI in the new TR for the FS_eNA_Ph3, to study how to support vertical federated learning, including:

· What functionalities in 5GS will be involved in Vertical Federated Learning scenarios, whether new functionality should be added to the 5GS architecture to support Vertical Federated Learning. 

· How to select suitable 5GS entities to participate in a Vertical Federated Learning procedure as a learning member.

· How to coordinate multiple Vertical Federated Learning members to accomplish delivery or synchronization of federated learning tasks and result reporting.

· How to share a ML model generated via Vertical Federated Learning to other model consumers.
2. Proposal
It is proposed to agree the following key issue into TR 23.700-81. 
* * * First change * * * *

5
Key Issues

5.X
Key Issue #X: Support of Vertical Federated Learning 

5.x.1
General Description
The training mode of NWDAF (MTLF) and the inference mode of NWDAF (AnLF) in R17 cannot meet the requirement of data privacy. In order to meet data privacy requirement, for the scenario that same UE samples but different feature data generated in different domains/entities, it is needed to study how to support vertical federated learning achieving similar training accuracy without exchanging private raw data.

The proposal as per this Key Issue is to study architecture enhancement to support Vertical Federated Learning in 3GPP network, including:
· What functionalities in 5GS will be involved in Vertical Federated Learning scenarios, whether new functionality should be added to the 5GS architecture to support Vertical Federated Learning. 
· How to select suitable 5GS entity to participate in a Vertical Federated Learning procedure as a learning member.
· How to coordinate multiple Vertical Federated Learning members to accomplish delivery or synchronization of federated learning tasks and result reporting.
· How to share a ML model generated via Vertical Federated Learning to other model consumers.
* * * End of change * * * *
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