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Abstract of the contribution: The contribution proposes a new key issue about NWDAF analytics correctness improving
1.
Discussion
In R18, the objective of eNA WT#1.2 is to “study possible mechanisms for improve correctness of NWDAF analytics”. 
In AI area, there is a concept called ‘accuracy’ which is used to indicate the correctness of an AI/ML model’s predictions. The Accuracy is the percentage of correct predictions in all predictions. 

Accuracy in Training is to indicate the performance of the ML model in training stage, which is calculated by Model Training Platform by comparing prediction with the labeled data in validation dataset reserved from training data set.

Accuracy in Use is to indicate the performance of ML model used in real world, which is calculated by Inference Platform by comparing prediction with the observed labeled data t from the real network environment.

However, due to some reasons, e.g. the different data distribution between the training data set and the data in real network, poor model generalization ability, etc., there may be a gap between Accuracy in Training(AiT) and Accuracy in Use (AiU), the AiU may be not good as AiT. It is needed to study how to ensure Accuracy in Use is closer to Accuracy in Training to improve NWDAF analytics correctness in real usage in network.

Therefore, a KI is proposed to study possible mechanisms for improved correctness of NWDAF analytics, including:
1. Whether and how to use accuracy to represent analytics correctness; 

2. How to improve the analytics correctness by NWDAF if recognizing it is not good.
2.
Text Proposal

It is proposed to have a key issue in TR 23.700-81.
*** Start of the change (all new text) ***
5.X
Key Issue #X: NWDAF analytics correctness improving
5.X.1
General description
This KI is related with WT#1.2.
In AI area, there is a concept called ‘accuracy’ which is used to indicate the correctness of an AI/ML model’s predictions. The Accuracy is the percentage of correct predictions in all predictions. 

Accuracy in Training is to indicate the performance of ML model in training stage, which is calculated by Model Training Platform by comparing prediction with labeled data in validation dataset reserved from training data set.

Accuracy in Use is to indicate the performance of ML model used in real world, which is calculated by Inference Platform by comparing prediction with the observed labeled data t from the real network environment.

However, due to some reasons, e.g. different data distribution between training data set and data in real network , poor model generalization ability, etc., there may be a gap between Accuracy in Training(AiT) and Accuracy in Use (AiU), and the AiU may be not as good as AiT. It is needed to study how to ensure Accuracy in Use is closer to Accuracy in Training to improve NWDAF analytics correctness in real usage in network.
In this key issue, it is proposed to study possible mechanisms for improved correctness of NWDAF analytics, including:
1. Whether and how to use accuracy to represent analytics correctness.
2. How to improve the analytics correctness by NWDAF if recognizing it is not good.
*** End of the change ***
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