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Abstract: It proposes a new key issue of 5GS assisted FL group performance monitoring.
1. Introduction/Discussion
This contribution is related to WT#1.3about 5GS assisted Federated Learning (FL) group performance monitoring:
WT#1.3.	Study whether and how 5GS provides assistance to AF and the UE for the AF and UE to manage the FL operation and model distribution/redistribution (i.e. FL members selection, group performance monitoring, adequate network resources allocation and guarantee.) to facilitate collaborative Application AI/ML based Federated Learning operation between the application clients running on the Ues and the Application Servers.
As defined in Table 7.10-3 of clause 7.10, TS 22.261, during the application level FL model training phase, the intermediate ML model information exchange between the UE and the AF/AS will occupy a large amount of network bandwidth. Therefore, it is necessary to study how to avoid the impacts of the application level FL model training on other UEs camping on the same network.
Table 7.10-3 KPI Table of Federated Learning between UE and Network Server/Application function
	Max allowed DL or UL end-to-end latency
	DL experienced data rate
	UL experienced data rate
	DL packet size
	UL packet size
	Communication service availability
	Remarks

	1s
	1.0Gbit/s
	1.0Gbit/s
	132MByte
	132MByte
	
	Uncompressed Federated Learning for image recognition

	1s
	80.88Mbit/s
	80.88Mbit/s
	10Mbyte
	10Mbyte
	 TBD
	Compressed Federated Learning for image/video processing

	1s
	TBD
	TBD
	10MByte
	10MByte
	
	Data Transfer Disturbance in Multi-agent multi-device ML Operations



Furthermore, as shown in Figure 1, one iterator process for the FL model training phase is as follows:
-	Step 1: Each UE in the FL group derives the local ML model information based on the its own raw data and sends the local ML model information to the AF/AS.
-	Step 2: When the local ML model information from all the UEs in the FL group are received, the AF/AF aggregates all the local ML model information into a global ML model information and feedbacks the global ML model information to each UE.
-	Step 3: Each UE in the FL group derives the update local ML model information based on the global ML model information.
[image: ]
Figure 1: Training process of application level Federated Learning
Therefore, in order to increase the efficiency of the FL model training, it is necessary to study how to minimize the latency divergence when the FL model training server receiving the local ML model from different UEs. 
Based on the above, the following aspects need to be considered for 5GS assisted FL group performance monitoring:
-	How to avoid the impacts on other UEs services because of the application level FL model training.
-	How to minimize the latency divergence when the FL model training server receiving the local ML model from different UEs, in order to increase the training efficiency.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-80.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change (All new text) * * * *
5.X	Key Issue #X: 5GS assisted FL group performance monitoring
5.X.1	General description
This key issue addresses how 5GS assisted FL group performance monitoring. 
As defined in Table 7.10-3 of clause 7.10, TS 22.261, during the application level FL model training phase, the intermediate ML model information exchange between the UE and the AF/AS will occupy a large amount of network bandwidth. Therefore, it is necessary to study how to avoid the impacts on the current UE services because of the application level FL model training.
[bookmark: _GoBack]Furthermore, one iterator process for the FL model training phase is as follows:
-	Step 1: Each UE in the FL group derives the local ML model information based on the its own raw data and sends the local ML model information to the AF/AS.
-	Step 2: When the local ML model information from all the UEs in the FL group are received, the AF/AF aggregates all the local ML model information into a global ML model information and feedbacks the global ML model information to each UE.
-	Step 3: Each UE in the FL group derives the update local ML model information based on the global ML model information and its own raw data.
Therefore, in order to increase the efficiency of the FL model training, it is necessary to study how to minimize the latency divergence when the FL model training server receiving the local ML model from different UEs.
In summary, the following aspects need to be considered for 5GS assisted FL group performance monitoring:
-	How to avoid the impacts on other UEs services because of the application level FL model training.
-	How to minimize the latency divergence when the FL model training server receiving the local ML model from different UEs, in order to increase the training efficiency.

* * * * End of changes * * * *
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