	
3GPP TSG-SA2 Meeting #149-e	S2-2200346
E-Meeting, 14th – 25 th  February 2022

Source:	Ericsson
Title:	New Key Issue on Study whether and how to enhance architecture to support federated learning in the 5GC
Spec:	3GPP TR 23.700-81
Agenda item:	9.23
Document for:	Approval
Work Item/Release:	FS_eNA_Ph3 / Rel-18
Abstract:	This contribution proposes a new Key Issue on how to enhance architecture to support federated learning in the 5GC according to WT#4.1 in FS_eNA_Ph3 SID.

1. Discussion
The agreed FS_eNA_Ph3 SID includes the following Work Task:
WT#4.1: Study whether and how to enhance architecture to support federated learning in the 5GC
NWDAF is responsible for analytics generation based on trained ML model. Trained ML model could be obtained by applying Federated Learning technique on distributed local datasets across multiple NWDAFs. However, the architecture in 5GC to support Federated Learning is void in the existed specifications. Thus, it needs to study whether and how to enhance the architecture to support Federated Learning in 5GC. 
Due to the variety of Federated Learning architectures regarding data partitions, ML models, communication architectures, etc., it is very hard to scope the discussion for Federated Learning in Rel-18. Therefore, we propose to start from the basic architecture, i.e., Horizontal Federated Learning with two-layer structure and with homogenous models among the nodes. The reason is as follows:
· Horizontal Federated Learning with two-layer structure, and with homogenous models at Client NWDAFs could represent the basic architecture of Federated Learning. 
· Horizontal Federated Learning is technically mature and can be used for the architecture standardization in 5GC.
· More complex or heterogeneous models at Client NWDAFs are still open areas and under study in academic and technical research.
· Basic two-layer structure, avoid considering more complex structure, as more than two layers structure will lead to complex node selection, interaction, exchange of information and analytics between NWDAFs and across layers, etc., which seems not a feasible plan due to time constraints in the study.

2. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-81 v0.0.0.

* * * Start of change (all new text) * * * *
5	Key Issues
5.X	Key Issue #X: Study whether and how to enhance architecture to support federated learning in the 5GC
[bookmark: _Toc462658743]5.x.1	General Description
NWDAF is responsible for analytics generation e.g., based on a model which can be trained using a machine-learning algorithm and training dataset(s). The machine-learning algorithm could be trained across multiple NWDAFs for a model by applying Federated Learning technique and using the local datasets which are accessible for the multiple Client NWDAFs. Since this Key Issue will study potential architecture enhancement to support FL, and not multiple and advanced FL techniques in 5GC, a basic Federated Learning system will be taken into consideration in this study. Hence, this Key Issue will study the case of Horizontal Federated Learning with two-layer structure and with homogenous models. Horizontal Federated Learning uses datasets with the same feature space across all Client NWDAFs. Horizontal Federated Learning with homogenous model means that the learning algorithms and model architectures used at all Client NWDAFs are the same. In the basic two-layer structure for Federated Learning, Server NWDAF connects to one layer of Client NWDAFs, and any of the Client NWDAFs cannot cascade more sublayers. All the NWDAFs attending the Federated Learning should belong to the same PLMN.
This Key Issus does not specify the algorithms nor models (nor artifacts of the models) for Federated Learning. Therefore, any artifacts of the models shall be sent transparently over any possible specified interface. Re-use the interface for sending “models meta data” shall be done from Key Issue #Y “Whether and how to enhance trained ML Model sharing for different vendors”.
This key issue includes the following aspects:
-    Study whether and how to enhance architecture to support Horizontal Federated Learning with homogenous models at the multiple NWDAFs (Server and Client NWDAFs) in the two-layer structure within the same PLMN. 
-    Study how to organize and maintain the Federated Learning network, including
· Study how static or dynamic is the federation network.
· Study who will trigger Federated Learning.

* * * End of change * * * *

