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Abstract of the contribution: This paper proposes to capture potential scalability issue to apply Individual MBS traffic Delivery and how to mitigate.  
Discussion
RAN2 LS R2-2104655 (S2-2103773) includes the following:

	In S2-2102077, SA2 asks:

SA2 requests RAN2 for confirmation whether NG-RAN node can notify session activation to UEs based on MBS session ID. SA2 normative work on this aspect will be pending RAN2 conclusion.
And in R3-211296, RAN3 asks:

RAN3 would like to ask RAN2 and SA2 to consider how to page the UEs which are not in RRC_CONNECTED state, whether a group notification towards NG-RAN supporting MBS and, if applicable, to NG-RAN nodes not supporting MBS is needed/feasible/beneficial comparing to the legacy paging methods.
RAN2 response:

RAN2 agreed to support group notification for multicast for MBS supporting nodes and that using MBS session ID for this purpose is feasible. RAN2 also agreed that the same group notification identity will be used for UEs in both RRC_IDLE and RRC_INACTIVE states.
In S2-2102077, SA2 asks:

SA2 asks RAN2/RAN3 for feedback on whether UEs camping on non-supporting NG-RAN nodes can be notified using MBS session ID or the 5GC is required to fallback to regular paging for UEs that have not connected during MBS session activation.
RAN2 response:

RAN2 concluded that for gNBs not supporting MBS, group notification using MBS session ID is not feasible as it would have an impact on such nodes. Notification using regular unicast paging is feasible in this scenario. Some companies are concerned about scalability issue when using legacy unicast paging if a large number of MBS users are served by non-supporting NG-RAN node (e.g. comparable to the number of users receiving an MBS service under MBS supporting node). However, majority of companies believes such scenario should be prevented by configuring/deploying the nodes to be MBS supporting node whenever there is sufficient demand. If a node covering large number of MBS UEs is configured/deployed as MBS non-supporting node, then radio resources capacity can be exceeded not only for paging channel, but also for data channels.


[Observation-1] If a node covering large number of MBS UEs is configured/deployed as MBS non-supporting node, then radio resources capacity can be exceeded not only for paging channel, but also for data channels, 

[Observation-2] Majority of companies believes such scenario (i.e. large number of MBS users are served by non-supporting NG-RAN node) should be prevented by deploying the nodes to be MBS supporting node whenever there is sufficient demand.
It may be very difficult to tell in advance whether “there is sufficient demand” (particularly for Public Safety use case). To avoid potential scalability issue (for both signaling and data channel) in non-supporting RAN, homogeneous support of MBS in RAN is considered a reasonable assumption and is recommended.
[Proposal-1] To mitigate the risk of scalability issue in non-supporting NG-RAN as well as to simplify the system solution, it is recommended to focus on the solution for homogeneous MBS support in NG-RAN.
[Proposal-2] Add a note that radio resource capacity can be exceeded for both paging channel and data channels if individual MBS traffic delivery is applied to a large number of MBS UEs camping on NG-RAN not supporting MBS. 
During pre-SA2#145E CC meeting, there is following input (see doc [001] at 145E pre-meeting CC.rar) 
It is clear that RAN2/RAN3 is now discussing the supporting case and non-supporting case. And both scenarios are regarded as supported by RAN2/RAN3.

it is clear in TR 23.757 conclusion both scenarios (homogenous and non-homogenous) are supported and concluded.

it is proposed to not change the scope and continue the work for both homogenous and non-homogenous scenarios.
In our view, the above does not address the potential scalability issue in [Observation-1] raised in RAN2 LS
Proposal

It is proposed to update TS 23.247 as follows:
* * * Start of change* * * 
4.1
Principles of multicast and broadcast communication
Editor's note:
It is FFS whether the text below will be moved to a different clause of the TS.

Multicast and Broadcast Service (MBS) is a point-to-multipoint service in which data is transmitted from a single source entity to multiple recipients.
There are two types of MBS session:

-
Broadcast session;

-
Multicast session.

The MBS architecture defined in clause 5 follows the 5G System architectural principles as defined in TS 23.501 [5]. The MBS architecture provides:

-
Efficient usage of radio-network and core-network resources, with an emphasis on radio interface efficiency.

-
Efficient transport for a variety of multicast and broadcast services

NOTE 1:
The MBS architecture assumes minimum impact to the existing service.

The following service levels for the multicast communication service are defined:
NOTE 2:
Transport Only mode and Full-Service mode of operation as defined in TS 23.246 [8] differ from the service levels defined here.

-
Basic service level. The following requirements are defined:

-
Media transported transparently through the 5GS.
-
Request to receive the multicast service.

-
Packet distribution from the 5GS ingress to NG-RAN node(s).
-
Data delivery from NG-RAN node(s) to the UE.
-
Enhanced service level, with additional requirements on top of basic service level. Different requirements out of the set below may be necessary to address each use case:

-
Local MBS service.
-
User authentication and authorization.

NOTE 3:
User authentication and authorization can be done by 5GS or AF or both, or even not needed for a multicast communication service.
-
Explicit configuration of multicast session by network function external to the 5GS including Group member management.
-
Enhanced QoS support.
NOTE 4:
5GS can provide different QoS other than default QoS for different multicast groups.
MBS traffic is delivered from a single data source (e.g. Application Service Provider) to multiple UEs. Depending on many factors, there are several delivery methods which may be used to deliver MBS session traffic in the 5GS.

NOTE 5:
For clarity, delivery methods are not referred to as unicast/multicast/broadcast but as described below. The term "unicast delivery" refers to a mechanism by which application data and signalling between the UE and the application server are delivered using PDU Session within the 3GPP network and using individual UE and application server addresses (e.g. IP addresses) between the 3GPP network and the application server. It is not equivalent to 5GC Individual MBS traffic delivery method defined in this clause.

Between 5GC and NG-RAN, there are two possible delivery methods to transmit the MBS data:
-
5GC Individual MBS traffic delivery method: This method is only applied for Multicast MBS session. 5GC receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions, hence for each such UE one PDU session is required to be associated with a multicast session.
NOTE x: Individual MBS traffic delivery is not expected to apply to a large number of MBS UEs served by NG-RAN not supporting MBS, otherwise radio resource capacity will be exceeded for both paging channel and data channels. To mitigate the risk of radio resource shortage as well as avoid impact to non-MBS UEs, upgrade of NG-RAN is recommended.
-
5GC Shared MBS traffic delivery method: This method is applied for both Broadcast and Multicast MBS session. 5GC receives a single copy of MBS data packets and delivers a single copy of those MBS packets packet to a RAN node, which then delivers them to one or multiple UEs

The 5GC Shared MBS traffic delivery method is required in all 5G MBS deployments. The 5GC Individual MBS traffic delivery method is required to enable mobility when there is an NG-RAN deployment with non-homogeneous support of 5G MBS.

For the Multicast MBS session, if 5GC Individual MBS traffic delivery method is supported, a same received single copy of MBS data packets by the CN may be delivered via both 5GC Individual MBS traffic delivery method for some UE(s) and 5GC Shared MBS traffic delivery method for other UEs.

Between NG-RAN and UE, two delivery methods are available for the transmission of MBS packet flows over radio:
-
Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.

-
Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.

A RAN node may use a combination of PTP/PTM to deliver an MBS packet to UEs.
NOTE 6:
The PTP and PTM delivery methods are defined in RAN WGs.

As depicted in the following figure, 5GC shared MBS traffic delivery method (with PTP or PTM delivery) and 5GC Individual MBS traffic delivery method may be used at the same time for a multicast MBS session.
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Figure 4.1‑1: Schematic showing delivery methods

For MBS broadcast service, only 5GC Shared MBS traffic delivery method with PTM delivery is applicable.
If the NG-RAN node supports MBS session, the network shall use the 5GC Shared MBS traffic delivery method for MBS session packet transmission.
NOTE 7:
The exception is the mobility from NG-RAN node not supporting MBS (with 5GC Individual MBS traffic delivery method) to NG-RAN node supporting MBS, there is temporary co-existence between 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method. The detail refer clause 6.3.

The Switching between 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method is supported. The UE mobility between RAN nodes both supporting MBS, and between a RAN node supporting MBS and a RAN node not supporting MBS is supported, for details see clause 6.3.
The Switching between PTP and PTM delivery methods for 5GC Shared MBS traffic delivery shall be supported. NG-RAN is the decision point for switching between PTP and PTM delivery methods.
Editor's note:
The above description of requirements may change during the normative phase.
* * * End of changes * * * 
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