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Abstract of the contribution: Discuss the RAN2 decision and the issues related to this decision. Propose to endorse an LS response to RAN2 and ask them to reconsider the decision.

Background

In RAN2 meeting #113bis, the busy indication in RRC_INACTIVE state was discussed. The conclusion was to not have a separate RRC-based busy indication in RRC_INACTIVE state, instead the same NAS based busy indication as developed for idle state should be used for RRC inactive state.
The difference is that the paging in Inactive State is done from RAN instead of from Core Network. Therefore, when RAN receives data it pages the UE and the user plane is already configured to deliver data. 
In the proposed LS in [1] the following is asked from SA2: 

One motivation for this agreement by RAN2 was the assumption that harmonizing the busy indication for RRC_INACTIVE with RRC_IDLE would save specification effort in all WGs. However, after the decision was made, it was raised that this might not be the case and there may be at least the following potential impacts to SA2, CT1 and RAN3:

-
Service Request triggering for RRC_INACTIVE: Triggering busy indication from NAS while UE is in RRC_INACTIVE state (which NAS does not differentiate from RRC_CONNECTED) requires specification changes (SA2, CT1). This is assuming that the NAS based busy indication will use Service Request procedure per SA2 agreements.

-
Sending busy indication to 5GC may cause extra delay if 5GC then needs to inform RAN about it (SA2, RAN3)

However, it is also not clear to RAN2 whether these are the only impacts, or whether there would be other impacts. Therefore, RAN2 would like to request the following feedback in order to understand whether the RAN2 decision on busy indication would have issues for other groups:

· Question 1: Are the impacts identified by RAN2 valid?
· Question 2: Are there any other impacts beyond those identified by RAN2?

· Question 3: If the ANS to Q1 and/or to Q2 is yes, can they be specified within Rel-17 timeframe?
RAN2 also can revert its agreement on NAS-based busy indication for RRC INACTIVE if SA2/CT1/RAN3 feedback indicates that it is not possible for these groups to arrive at a specified solution within R17 timeframe.

Observation 1: RAN2 decision to go with NAS based Busy Indication is based on “that harmonizing the busy indication for RRC_INACTIVE with RRC_IDLE would save specification effort in all WGs”
Observation 2: RAN2 has identified two impacts (1) Specification outside RAN2 will need changes. (2) NAS based Busy Indication causes extra delay.
Discussion

Given that busy indication is NAS based also in RRC_Inactive state and CM_Connected state the paging will be rejected by the UE doing a NAS based Service Request with Rejection indication. According to RAN2 specification TS38.331
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The following step will follow in clause 5.3.13:
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Figure 5.3.13.1-1: RRC connection resume, successful




The UE will send the RRCResumeComplete to confirm that all radio bearers have been resumed. Furthermore, it is assumed that the SR (with Reject Paging Indication) can be together with the RRCResumeComplete message. Since the RAN has data in the buffer it will schedule resources as soon as possible.

Observation 3: The DL data in RAN is sent to the UE even though the UE wanted to reject the page 

Observation 4: RAN has no tool to prevent the above to occur without specification changes.

As soon as the AMF has decoded the SR with the Reject Paging Indication, it should send a N2 message to RAN to trigger the release of the UE. If the DL data reaches the application layer it will trigger some kind of response to the sender. The response (UL data) sent, and the AMF release request conflict with each other. If nothing is done then in some case the UE is released and the UL data will trigger RACH procedure to perhaps simple acknowledge the received DL packet that the MuSIM device in the first place didn’t want to receive. It is critical that the DL data that triggered the RAN-page will not reach the application layers.
Observation 5: When a UE send Reject Paging Indication from RRC-Idle/CM-Idle it will never receive the DL data that triggered the CN-page. 

Observation 6: Compared to RRC-Idle case the UE now also needs to detect the data packet on lower layers and secure that the data packet is dropped. 
Observation 7: The DL data sent over Uu shall always be dropped by the UE, which is a 100% waste of resources.

If the Release Request and Reject Paging Request follows the AN release procedure (in clause 4.2.6) then the AMF will send a N2 UE Context Release Request to RAN and the RAN will be forced to release the UE to RRC-Idle. Based on discussions in SA2#145 it might be that another N2 message can be used to allow the RAN to decide to which state the UE shall be released to.
Observation 8: For now, the NAS based Reject Paging will release the UE to RRC-Idle. Which is a less power efficient state compared to RRC-Inactive for most UEs.
The UE may also not respond to page e.g. due to implementation constrains. In that case the RAN may inform the CN that the UE shall be released to CM-Idle (locally in the network). Next time the UE is paged, it will be paged by the 5G-GUTI (CN paging), the UE will be forced to establish new RRC Connection.

Observation 9: The solution to reject Paging using a NAS message when the UE is in RRC-Inactive results in counterproductive events for the UE.

Proposal: SA2 needs to inform RAN2 about this serious impact as they have not described it in the LS and may not been aware of the impact when making their agreement of simply reusing NAS based Busy Indication.

Example to support Paging rejection by RAN

There are probably many ways to enable the RAN to both detect the Reject paging intent and to allow paging restrictions to be sent to the Core network. Below is one way, we only provide this as information to show that it is possible to achieve a good solution based on limited changes and features already supported by RAN.

Adding a new cause code to the Resume request e.g. mt-reject would enable RAN to detect the Reject Paging Indication that would allow RAN not to send the pending DL data that triggered the RAN page. There are at least two options to for the UE to provide paging restrictions (PR) to be sent together with the Rejection of the RAN page:

Option 1: A NAS SR with (Reject and PR) is sent in the resume request as MO-EDT is done.

Option 2: When RAN detects the rejection, it only configures the SRBs to be resumed (in the RRC resume msg).
If no PR is to be sent i.e. only rejection of the page, then the UE can be released back to RRC-Inactive directly (as depicted in TS 38.331, see below).
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Figure 5.3.13.1-3: RRC connection resume followed by network release, successful




In our view the use of MO-EDT to carry PR would be the best solution. In this case the RAN can detect whether the UE would like to set PR just by observing if any EDT was submitted together with the rejection of the page.

Only mt-reject -> no PR  (No NAS SR only cause code in the RRCResumeRequest)
mt-reject+EDT -> PR    (NAS SR as EDT)
Conclusion

Observation 1: RAN2 decision to go with NAS based Busy Indication is based on “that harmonizing the busy indication for RRC_INACTIVE with RRC_IDLE would save specification effort in all WGs”

Observation 2: RAN2 has identified two impacts (1) Specification outside RAN2 will need changes. (2) NAS based Busy Indication causes extra delay.
Observation 3: The DL data in RAN is sent to the UE even though the UE wanted to reject the page 

Observation 4: RAN has no tool to prevent the above to occur without specification changes.

Observation 5: When a UE send Reject Paging Indication from RRC-Idle/CM-Idle it will never receive the DL data that triggered the CN-page. 

Observation 6: Compared to RRC-Idle case the UE now also needs to detect the data packet on lower layers and secure that the data packet is dropped. 

Observation 7: The DL data sent over Uu shall always be dropped by the UE, which is a 100% waste of resources.

Observation 8: For now, the NAS based Reject Paging will release the UE to RRC-Idle. Which is a less power efficient state compared to RRC-Inactive for most UEs.

Observation 9: The solution to reject Paging using a NAS message when the UE is in RRC-Inactive results in counterproductive events for the UE.

Proposal: SA2 needs to inform RAN2 about this serious impact as they have not described it in the LS and may not been aware of the impact when making their agreement of simply reusing NAS based Busy Indication.
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