

SA WG2 Temporary Document
Page 1

3GPP TSG-WG SA2 Meeting #145E e-meeting 	S2-2104144
Elbonia, May 17 – 28, 2021	

Source:	Huawei, HiSilicon
Title:	Discussion on enhancement for URLLC and deterministic network
Document for:	Discussion
Agenda Item:	9.1
Work Item / Release:	Rel-18
Abstract: This discussion paper aims at explaining the current challenges for URLLC services and proposes a new SID to resolve them. 
1. Introduction
Industrial market space is huge. 3GPP SA2 has studied URLLC in Rel-16 in order to enable more verticals and industrial deployments, as lower latency with high reliability is required. However, there are still some challenges to fulfil the requirements of vertical/industrial network.
2. Discussion
The detail of the challenges is as following: 
Challenges on low latency:
· As the requirement from SA1 (see TS 22.104 [1]), the E2E delay requirement could be lower than 2ms. For the low latency transfer, it may introduce some waiting time and it is an unnecessary waste for latency based on current assumption. It is assumed that RAN will use SPS (Semi-persistent scheduling) in this case. The uplink packets at UE side may arrive at any time due to no synchronization between industrial device e.g. a PLC) and 5G system. If the packet arrives at a downlink slot, then it has to wait for the first uplink slot to be transferred and vice versa (see Figure 1). When the PDB value is really low , for example 2 ms, it is challenging for RAN to fulfill the requirement if the packet missed the first slot, since the typical value is 250 us per slot. For example, if the transmission latency for transfering a packet in DL on N3 is 1 ms. Then RAN have only 1 ms, which means that RAN have only 1 or 2 slot available for fulfilling the 1 ms delay. If RAN is not able to transmit as soon as possible (e.g. due to micro-congestion), the packet will be delivered with a latency greater than the required PDB of 2 ms. 
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Figure 1
· When the CN PDB value is also stringent, it may not be able to be fulfilled the target PDB for example due to be micro-congestion in N3 interface.
· The situation could be worse during UE mobility (i.e. Handover) as the forwarding tunnel will introduce more delay or jitter, but from other hand if the forwarding tunnel is not used, the DL path will be interrupted during HO execution until the establishment of GTP-U tunnel towards the target RAN node finished.
Challenges on high reliability:
· [bookmark: OLE_LINK2][bookmark: OLE_LINK3]Currently, Dual UE/Dual PDU Sessions based solutions are used to solve the problem of low air interface reliability. The industrial device must support the redundancy deduplication protocol. 5GS only support Reliability protocols with multiple user plane paths that could be differentiated by MAC address, e.g. IEEE 802.1CB [2] (then the UPF can forward them into different PDU Sessions, otherwise the UPF cannot recognize the packets). Some industry devices does not support any redundancy deduplication protocol, while some others may only use ring topology for protection  e,g, MRP (Media Redundancy Protocol, defined in IEC 62439-2 [3]) and HSR (High-availability Seamless Redundancy, defined in IEC 62439-3 [4]) are also supported by industry Ethernet in order to ensure the reliability. In such case, the packets in the ring cannot be differentiated by MAC address thus cannot be transferred via two QoS Flows/PDU Sessions.  
· Dual Connectivity (DC) will increase deployment costs. Besides, DC will cause spectrum resource problems in inter-frequency deployment and interference problems in intra-frequency deployment. Furthermore, the UE could be in a sheltered environment and cannot contact both RANs, especially during UE mobility.
Challenges on capacity:
· RAN needs to support a large number of UEs in the real world (e.g. in a harbor). However, usually high reliability and low latency will come at expense of capacity. Only limited quantity of UEs could be supported.
Challenges on QoS monitoring:
· Currently, the QoS monitoring only support collecting the average delay of packet transfer in air interface, but the SA1 requirements in TS 22.261[5] and TS 22.104 [1] defines the KPI and the related monitoring E2E, i.e. from the ingress and egress point of the 5G system, which effect the application. The application needs to be aware of the worst situation in the network and react based on that. 
[bookmark: OLE_LINK87][bookmark: OLE_LINK88]Challenges on integration with deterministic network:
· [bookmark: OLE_LINK23][bookmark: OLE_LINK24]Currently, the 5GS only supports a general framework to integrate with TSC network. But it does not refer to any specific deterministic protocol. Especially for IP Type PDU Session, it is unclear how to negotiate the parameters between the TSC network and 5GS.


It is proposed to consider following aspects to resolve the above challenges:
For challenges on low latency:
· [bookmark: OLE_LINK89]The 5GS needs to support low latency and deterministic communication on N3 interface in order to guarantee and reduce the E2E latency value supported to support more verticals and industrial deployments and use cases.. 
· The 5GS needs to reduce and increase efficiency of the transfer of packet across the 5G system considering  the effect of physical layer time slot in the air interface, especially in TDD systems, and the transmission on N3 interface.
· The 5GS needs to support low latency and low jitter during handover procedure.
For challenges on reliability:
· It is required to study a method to support ultra-reliable communication E2E within 5GS in case that the application layer does not support any redundancy protocols.
· The 5GS needs to support ring topology mechanisms (without differentiating the redundant packets to avoid updating user devices), e.g. MRP (Media Redundancy Protocol) and HSR (High-availability Seamless Redundancy).
· The 5GS needs to support the above two bullets without relying on usage of Dual Communication .
· The importance of the packets in industry scenario is different from each other (e.g. due to survival time. If the survival time only permit 2 continuous packets lost and one packet is not transferred correctly in time, the reliability of the next packet needs to be enhanced, otherwise the service continuity cannot be guaranteed), the 5GS needs to recognize the packets that are crucially important and enhance the transmission reliability for the packets to guarantee the service continuity.

For challenges on capacity:
· The importance of the information within the packets is different from each other. For example, Ethernet has a minimum frame size of 64 Bytes, comprising an 18-Byte header and a payload of 46 Bytes. The application-layer packet payload of industrial applications is usually small, e.g. 20 Bytes. (Please see TS 22.104 [1]). The 5GS should be able to transmit more efficiently small payload including those smaller that the Ethernet frame payload in order to safeguarding the resources which can be perceived as an improvement of the overall capacity, e.g. reducing the transmission of unnecessary bits..  
· Certain correlation exists among a group of service traffic in industry scenarios, e.g,, in “Cooperative carrying of work pieces” use case from TS22.104 [1]. The controller AGV needs to receive the feedbacks from all the cooperative AGVs within a certain deadline to make an appropriate control decision. If one of the feedback is lost or missed the deadline, the complete control cycle is lost (i.e., the controller could not make appropriate control decision) and the radio resource used for the other feedbacks in this control cycle is somehow wasted. Therefore, 5GS should consider the group of service traffic from multiple UEs for more efficient network resource usage.  
For challenges on QoS monitoring:
· 5GS needs to support QoS monitoring on the maximum E2E delay of the packets.
For challenges on integration with deterministic network:
· [bookmark: OLE_LINK1]Currently, IETF DetNet WG focuses on deterministic layer-3 data paths. The data plane framework (defined in RFC8655 [6]), Use-case (defined in RFC8578 [7]) and architecture (defined in RFC8655 [6]) were already published. Controller plane framework, flow information model and YANG are stable and publication process was started. 5GS could support integration with DetNet in order to enable more verticals and industrial deployments. The TSC network could negotiate the specific parameters with 5GS based on the output.
3. Conclusion and proposal(s)
It is proposed to have some study in R18 covering the above aspects in order to resolve the existing challenges:
-  how to improve the support of E2E deterministic and low latency communication taking into account more efficiently the role and impact of N3 interface;
-  how to reduce and increase efficiency of the transfer of packet across the 5G system considering in the air interface the effect of physical layer time slot especially in TDD systems, and the transmission on N3 interface;
-  how to improve the E2E low latency and low jitter during handover;
-  how to improve the URLLC to support high reliability without relying on DC or duplication redundancy protocol at application layer;
-  how to improve the of support reliability considering the traffic characteristic and the different importance of the packets;
[bookmark: _GoBack]-  how to improve the efficiency of network resources usage to improve the capacity, e.g. reducing the transmission of unnecessary bits or considering the joint QoS treatment of group of service traffic from multiple UEs.
-  enhancement of E2E QoS Monitoring;
-  how to improve the support of integration with DetNet taking into account the current output from IETF.;
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