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Introduction
In order to support services requiring bounded latency, 5GS has been designed with the aim to significantly reduce user plane latency [10]. Furthermore, [11] defines use cases to be supported by 5GS that include services with very stringent latency requirements and high bitrates. The related new QoS requirements and means to communicate assistance information to NG-RAN addressing such services have been introduced in Rel-17 [14]. However, 3GPP has not yet specified means to maintain bounded and steady latency when the data influx exceeds the capacity of the link. 
Discussion

Most of the services that benefit greatly from low latency and that prefer high bitrates, have also rate adaptive capabilities. Desired QoE can be ensured by trading the bitrate against the latency leveraging on the rate adaptiveness of the service. In other words, high bitrate with a low latency can be achieved by adapting the data rate to the link capacity, this is enabled by means of Active Queue Management (AQM) techniques.

L4S, “Low Latency, Low Loss and Scalable Throughput”, is an AQM-like mechanism which, instead of dropping packets, uses congestion indications and rate adjustments proportional to the queue delay. L4S is subject to standardization in IETF [1], [2] and has wide support from major stakeholders in the industry. L4S has been demonstrated in the RITE EU project [3],[4] and L4S technology is already used in data centers today [5]. L4S is already supported by the DOCSIS standard [6] and L4S support is implemented in WiFi APs [12], [13]. Congestion control algorithms that support L4S are described in [5], [7], [8] and [9].

L4S capabilities ensure bounded and steady latency by leveraging on the service rate adaptiveness, minimizing loss of packets while providing high bitrates.

Impacts on 3GPP specification

Following legacy principles, by means like AQM, it is the RAN that manages radio link congestion. Furthermore, it is the understanding of the sourcing companies that the latency spikes are typically induced at link bottleneck, i.e. in NG-RAN close to the radio interface. Hence, to avoid such latency spikes, the L4S congestion indication needs to be set in NG-RAN in the appropriate data packets.

Observation 1: L4S congestion indication needs to be set at link bottleneck, i.e. in NG-RAN. 

To free NG-RAN from the burden of performing packet inspection to detect packets that indicate L4S support in the IP header, the SMF/UPF can map L4S capable data flows on distinct QoS Flows, e.g. by using certain pre-configured 5QI(s). This enables NG-RAN to have a differentiated treatment of such packets, e.g. configure them on a specific DRB and perform packet marking indicating congestion when needed.

Observation 2: L4S enabled data flows can be mapped on distinct QoS Flows.

L4S enabled traffic can be detected by existing means, e.g. when it is known that the L4S enabled data originates from a specific source IP address, alternatively, Applicaton ID etc.
Observation 3: L4S enabled data flow can be detected based on existing means.
Furthermore, when dynamic PCC is deployed, configured PCC rule(s) can be provided by PCF enabling L4S traffic detection and mapping to a new QoS Flow. Otherwise, i.e. when dynamic PCC is not deployed, this can be enabled by configuration in the SMF.
Observation 4: SDF templates for L4S enabled data flows detection and pre-configured 5QI can be configured in PCF when dynamic PCC is deployed, or in SMF when dynamic PCC is not deployed. NG-RAN can be configured with the L4S to QoS Flow mapping information.
Given that existing PCC and QoS framework provide means to support usage of L4S by configuration, there is no need to add further changes on the interfaces.
Below it is depicted how the existing mechanisms can enable the use of L4S in 5GS.
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1. The AF may send a request for QoS including the Flow descriptions or the AF-Application-Identifier, the service requirements that may include a QoS-reference-Id .

2. The PCF may, based on pre-configuration, map the AF-Application-Identifier into a certain pre-configured 5QI value that indicates both QoS characteristics and L4S support. Alternatively, if step 1 is not performed, the PCF may be configured with what services support L4S and select the corresponding 5QI value for those services. Note that the 5QI value can also be derived from the QoS-reference-Id
3. The PCF generates PCC Rules including the SDF templates, and the pre-configured 5QI value.

4. The SMF binds PCC Rules to QoS Flow (for the 5QI) and sends the QoS profile to RAN including the pre-configured 5QI value and the QoS Rules to the UE for UL traffic.

5. The NG-RAN is configured with the mapping of 5QI to a QoS profile and L4S support.

6. The SMF sends UL and DL PDRs and QFI value to the UPF.

From now on, the UPF maps service data flows matching DL PDRs to a QFI. In NG-RAN, this QFI/5QI is associated to a QoS profile that includes the indication of L4S support.

Proposal

Following observations are made:

Observation 1: L4S congestion indication needs to be set at link bottleneck, i.e. in NG-RAN. 

Observation 2: L4S enabled data flows can be mapped on distinct QoS Flows.

Observation 3: L4S enabled data flow can be detected based on existing means.
Observation 4: SDF templates for L4S enabled data flows detection and pre-configured 5QI can be configured in PCF when dynamic PCC is deployed, or in SMF when dynamic PCC is not deployed. NG-RAN can be configured with the L4S to QoS Flow mapping information.
Based on the observations, to address support for bounded latency required by services described in [10], it is proposed to introduce use of L4S in the relevant 3GPP specification. Similarly to the approach taken for 5G System Enhancement for Advanced Interactive Services [14], it is proposed to move forward with a normative work in Rel-18. The WID will be provided to SA2#146. 
The provided/attached draft CR sketches the anticipated impacts on TS 23.501:
· New section providing high level description of L4S capabilities.
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