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Abstract: This discussion paper discusses the requirement and alternative solutions for support of VxLAN Tunnelling.
1. Background
CT4 is now working on the work item "BEPoP", aiming to improve the interoperability between SMF and UPF especially on the key features which are required for the vertical scenarios.
During the study, CT4 has identified one issue on support of Ethernet type communication as following: In numbers of vertical environments, e.g. factories, mines and so on, there are lots of devices working on Layer 2 and may do not have the TCP/IP protocol stack, where the Ethernet PDU session is used. However, operators have reported the issues that the chipsets and modules do not support the Ethernet PDU session access yet and the market foreground is not optimistic. According to the terminal industry research, commercial capability may be available by early next year. The timeline is hard to accept from operator point of view.
Since the vertical scenarios are major parts of 5G services, and there are lots of Ethernet type communication requirements from the field, it is desirable to study on this issue and provides alternative solution with less supporting efforts to terminal industry within Rel-17 timeframe from operator point of view.
CT4 therefore sent the LS(C4-211827) which identified the issue to ask whether SA2 is able to arrange the effort on this issue in Rel-17; and if not, whether SA2 accepts CT4 to study this issue within BEPoP work item including the potential stage-2 impact.
2. Discussion
Alternative solution 1 

In order to meet the existing requirements from industrial field, a temporary solution (solution#1) which is illustrated in Figure 1-1is normally used in pilot industrial 5G project. This temporary solution requires a pair of additional equipments deployed between the terminal and application server and makes the network more complex. It’s hard for customer to accept it as commercial solution.
Solution overview: VxLAN Tunnel is established between a pair of additional equipment which is illustrated as white box in Figure 1-1. The reason why they have been illustrated as white boxes is that they can be any switches or routers supporting VxLAN tunneling function. The VxLAN tunnel is invisible to the terminal device and the application servers in this case.
[image: image1.png]SMF

CPE

UPF

VxLAN Tunnel

13->12

APP




Figure 1-1: VxLAN tunnel used in solution #1
Analysis on solution 1
In current industrial field, the solution above is used in some pilot industrial 5G projects. But it is complex and costly from customer point of view since for multicast service it requires each endpoint of the group to deploy such an equipment. It is hard for customer to accept the solution above as commercial solution.
The number of tunnels will increase dramatically if the number of the endpoints increases, for each new added endpoints, the additional equipment needs to create tunnels to all other equipments. It makes the configuration of the tunnels too complicated to be practical.
Alternative solution 2
One possible 5G solution (solution#2) is to set up a VxLAN tunnel between the UE (CPE) and the UPF. Potential stage-2 impacts are foreseen regarding this solution and that is why CT4 has sent the LS to SA2 for discussion.
As a very important technology in the data communication field (e.g. SDN network), VxLAN is a standard IT protocol cluster which is wildly used and supported by lots of manufacturers. Moreover, VTEP have the ability of automatic address learning and forwarding mechanisms which will be beneficial to other 5G feature, e.g. 5G LAN.

Solution overview: VxLAN Tunnel is established between CPE and the UPF. The VxLAN Tunnel functionality can be integrated to the terminal UE (refer to CPE which is commonly used in the industrial field) and the UPF.
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Figure 2-2: VxLAN tunnel used in solution #2
The solution is composed of three different parts:

1. VxLAN function support negotiation between CP and UP in PFCP association setup procedure. (N4 impact)
2. VxLAN tunnel setup during PDU Session Establishment procedure.
- There is no impact to the PDU session type when the UE (CPE) initials the PDU session establishment request. It is the same as a normal IP PDU session. (No impact)
- The SMF may determine the VxLAN tunnel setup based on local configuration. (e.g. NSSAI, DNN and GPSI information). Maybe some dynamic mechanisms (e.g. via UE subscription data) can be introduced for FFS. (No impact with local configuration solution, minor impact if dynamic mechanisms are studied)
- If VxLAN Tunnel is required, the SMF will retrieve all the corresponding parameters (e.g. VTEP ID, VNI, UE (CPE) IP addresses, UPF IP address) from the local configuration. With all these information, the SMF will instruct the UPF to setup a VxLAN tunnel towards UE. All the session messages can be direct to the VTEP ID (Destination interface set to “VTEP” with the corresponding VTEP ID). SMF will also assign the UE (CPE) IP address with the IP information retrieved from the local configuration. (N4 impact)
- After receiving the session setup response from UPF, SMF can send the PDU session establishment Response back to UE with the UE IP address and the VxLAN Tunnel setup information (e.g. VTEP ID, VNI, UPF IP address). (N11, N1 impact)
3. VxLAN tunnel release in PDU session release procedure.
Analysis on solution 2
The solution above has no additional requirement to network deployment and Minor 5G network impact (N4, N11 and N1).
This solution does not require the UE to support Ethernet type PDU session and reuses VxLAN for data tunneling and routing. 5G network capability can be greatly improved to fulfill the variety industrial environment before the terminal chips and modules support Ethernet type PDU session. It can be migrated to support Ethernet type PDU session easily and smoothly.

The solution multiplex the tunnel for multiple endpoints to avoid large number of tunnels as in solution 1.

This solution can be used in both 5G and 4G network, it will be benefit to 4G network capability extension. For some industrial devices working on L2 without ultra low latency and high speed requirement but wide-area deployed, a full 5G coverage network is impractical and not essential. From customer point of view, it’s not cost saving. Then this VxLAN solution shall be quite helpful in this case.

2. Proposals
Proposal 1: The time to market of terminal supporting Ethernet type PDU session cannot satisfy field requirement for a period of time, therefore alternative Rel-17 solution with less requirement to terminal industry is desirable.

Proposal 2: Solution 2 is preferred as the way forward from the perspective of the author. 

Proposal 3: It is proposed that SA2 make a decision in this meeting whether SA2 or CT4 implement the alternative Rel-17 solution. If SA2 decides to ask CT4 to take the work, SA2 sends reply LS in S2-210261 to CT4.
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