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Abstract: This paper provides update on solution#18.

1. Introduction
In TR 23.700-40 solution 18 is targeting KI#1, KI#2, KI#4 and KI#5. One of the concept in this solution is that the SQM allocates local quota to all AMF in the network slice and the AMF can take action when the local quota is overflown, i.e. rejecting the UE registration or rejecting the PDU session establishment. The other concept is the AMF notifies the network slice usage to SQM when the local quota is overflown and then the SQM can determine the overall network quota status. 
For the first concept, when the local quota is overflown in one AMF, the overall quota may still have enough room for new UE or new PDU session. Therefore it is more reasonable to take action based on overall quota status instead of on local quota status. This paper propose to update solution #18 to allow the AMF take proper action based on the overall quota status received from SQM.
For the second concept, in order to collect network slice usage from the AMF, the SQM allocates reporting event trigger (i.e. a report threshold or per any change) to AMF. The AMF sends notification when the reporting event trigger is met so the SQM can update the overall network quota status. This part is existing proposal in solution#18, just rename the term local quota to report event trigger.
Proposal
It is proposed to agree the changes in TR 23.700-40
/*********************** Start of Changes********************
[bookmark: _Toc31616184][bookmark: _Toc31616258][bookmark: _Toc31616334][bookmark: _Toc31616410][bookmark: _Toc31616486][bookmark: _Toc43397079][bookmark: _Toc43483475][bookmark: _Toc43483769][bookmark: _Toc50473137][bookmark: _Toc50539457][bookmark: _Toc54638077][bookmark: _Toc54638571][bookmark: _Toc54639453][bookmark: _Toc57131526][bookmark: _Toc57616266]6.18	Solution #18: Proactive Slice Quota Enforcement in AMF
[bookmark: _Toc43397080][bookmark: _Toc43483476][bookmark: _Toc43483770][bookmark: _Toc50473138][bookmark: _Toc50539458][bookmark: _Toc54638078][bookmark: _Toc54638572][bookmark: _Toc54639454][bookmark: _Toc57131527][bookmark: _Toc57616267]6.18.1	Introduction
This solution addresses the key issue #1, key issue #2, key issue #4 and key issue #5.
[bookmark: _Toc43397081][bookmark: _Toc43483477][bookmark: _Toc43483771][bookmark: _Toc50473139][bookmark: _Toc50539459][bookmark: _Toc54638079][bookmark: _Toc54638573][bookmark: _Toc54639455][bookmark: _Toc57131528][bookmark: _Toc57616268]6.18.2	High-level Description
In Tthis solution the AMF has enforcement functionality based on the overall network slice quota status in the SQM. is the local enforcement point for the following slice quotas: The network slice quota in this solution mean the following maximum values:
-	maximum value on number of UEs in the network slice (KI#1)
-	maximum value on number of PDU Sessions in the network slice (KI#2).
-	maximum value on data rate per network slice (KI#5).
The Slice Quota Management (SQM) is a function of Quota Management to manage the slice quota within the PLMN. During the first UE registration in the network slice(S-NSSAI), the AMF 
In order to monitor the overall network slice quota status the SQM collects the network slice usage from the AMF by providing a reporting event trigger (i.e. threshold or per any change) to each AMF in the network slice. When the reporting event trigger is met the AMF sends notification on the network slice usage to the SQM so the SQM can calculate the overall quota status. proactively retrieves the allowed value of local slice quota(s) of the S-NSSAI from the SQM, it then enforces the local slice quota(s) as follows:
-	(KI#1) For maximum number of UEs in the network slice the AMF ensures the number of UE in the network slice does not exceed the allowed value in the quota for the network slice. When new UE is initially registered in the network slice (i.e. the S-NSSAI is added into the Allowed NSSAI) the AMF adds the number of UE. When the UE is deregistered from the network slice (i.e. the UE is deregistered from network or the S-NSSAI is removed from the Allowed NSSAI), or the UE context is transferred to another AMF, the AMF reduce the number of UE in the network slice.
-	(KI#2) For maximum number of PDU Sessions in the network slice the AMF ensures the number of PDU session in the network slice does not exceed the allowed value in the quota for the network slice. When new PDU Session is established in the network slice or new PDU session context of the network slice is transferred from another AMF, the AMF adds the number of PDU session in the network slice. When the PDU session is released or the PDU session context is transferred to another AMF, the AMF reduce the number of PDU Session in the network slice.
-	(KI#5) For maximum data rate per network slice, the AMF sums the Slice-MBR of all UEs in Connected mode which have established PDU Session in the network slice and ensures the total data rate does not exceed the allowed value in the quota for the network slice. When the first PDU session of the UE in the network slice is established or the first PDU session context of the network slice is transferred from another AMF, the AMF adds the Slice-MBR of the network slice. When the last PDU session of the UE in the network slice is released or the last PDU session context of the network slice is transferred to another AMF, the AMF reduces the Slice-MBR of the network slice. In order to calculate the real data the AMF needs to know the PDU Session status. The AMF may subscribe event report from SMF/I-SMF/V-SMF on when the PDU Session is activated or is deactivated. The AMF may also request the NG-RAN to report the RRC state information.
Editor's note:	For KI#5, this solution depends on the solution 6.22 in which the Slice-MBR is available in the AMF.
In roaming case, during the first UE registration for a given HPLMN, the AMF retrieves the allowed value of local slice quota of the S-NSSAI from the SQM in the home PLMN and then enforces the local slice quota at the VPLMN according to the corresponding mapped S-NSSAI in the home PLMN.
Editor's note:	Roaming case is FFS.
The Slice Quota Management (SQM) manages the overall network slice quota status and sends notification to AMF. During the first UE registration in the network slice(S-NSSAI), the AMF may send subscription on the overall network slice quota status to the SQM and receives notification from SQM on the overall network slice quota status. The AMF acts as follows when it is notified that the overall network slice quota is reached.
When the AMF detects the local quota of network slice is overflown it notifies the SQM(KI#4). The SQM may provide new fresh quota for this network slice. In case of no more quota available, the AMF acts as follows:
-	If theFor maximum number of UEs in the network slice exceeds the quota, AMF shall reject any further UE registration in the network slice by adding the S-NSSAI in the rejected NSSAI and the cause value is set to "S-NSSAI is not available in the current registration area". In this case, the UE can still request Emergency Registration towards the network. When the UE moves outside of the registration area the UE initiates a registration procedure and can request the S-NSSAI again. When the AMF receives further notification that overall network slice quota of this slice is available again the AMF then adds the S-NSSAI in the Allowed NSSAI and initiates UE Configuration Update procedure to the UE.
-	For If maximum number of PDU Sessions in the network slice exceeds the quota, the AMF shall reject any further PDU session establishment request with the S-NSSAI and send a back off timer to the UE so the UE will not send PDU Session establishment request with same S-NSSAI before the timer expires. When the UE moves outside of the registration area, the UE shall stop the back off timer.
-	For If maximum data rate per network slice exceeds the quota, the AMF shall reject any further PDU session establishment request with the S-NSSAI and send a back off timer to the UE so the UE will not send PDU Session establishment request with same S-NSSAI before the timer expires. The AMF shall reject any further service request to activate the PDU session in the network slice. When the UE moves outside of the registration area, the UE shall stop the back off timer.
At any time, the UE can request PDU Session establishment for Emergency Service, for Mission Critical Service and for Multimedia Priority Services. The AMF shall not reject such request.
NOTE 1:	During congestion, the AMF may determine to pre-empt the PDU session for non-priority service based on local configuration.
NOTE 2:	The AMF cannot detect the real data rate usage of a network slice. Therefore, the data rate of the slice may be calculated as exceeding the quota even the real data rate of the slice is still lower than the quota. In that case either the new PDU Session are not allowed to be established or the existing PDU Session are not allowed to be activated.
The slice quota in SQM can be preconfigured by OAM, or can be provisioned by the Application Function with quota management. The SQM may allocates reporting event trigger local quota based on the service layer agreement, the AMF location or AMF capability, etc. When the SQM allocates the reporting event trigger local quota for each AMF it shall ensure the overall quota does not exceed the maximum quotavalue, e.g. not initially allocate all quota of the slice to AMFs. When the network slice overall quota is about to reach the maximum value, the SQM may allocate small report threshold so the AMF can report more frequently (i.e. per UE basis or per PDU session basis) and the SQM can determine more accurate quota status.
The SQM may request the AMF to notify the SQM when the local quota is overflown. The SQM may also request the AMF to report the remaining/used quota for the network slice. The report will be once or periodically depending on SQM request.
The SQM may be deployed together with the PCF, NSSF, NRF, NWDAF, OAM, CHF or deployed as standalone function.
[bookmark: _Toc43397082][bookmark: _Toc43483478][bookmark: _Toc43483772][bookmark: _Toc50473140][bookmark: _Toc50539460][bookmark: _Toc54638080][bookmark: _Toc54638574][bookmark: _Toc54639456][bookmark: _Toc57131529][bookmark: _Toc57616269]6.18.3	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.




Figure 6.18.3-1: A high-level procedure of the solution
1.	The AF may send AF request to SQM to provision the quota of network slice. The AF request may be sent via NEF if the AF is third party AF and the NEF performs authorization.
2.	During the first UE registration in the network slice (i.e. the S-NSSAI is within the allowed NSSAI) and AMF knows the S-NSSAI is subject to quota management, the AMF sends network slice quota status subscription quota request to the SQM to retrieve the quota status of network slice. The quota subscription request message may include the capacity information of the AMF, AMF identifier and S-NSSAI, etc.
	For roaming case the AMF determines the mapped S-NSSAI of the S-NSSAI in the allowed NSSAI is subject to quota management, the AMF sends quota request to the hSQM in home PLMN via vSQM to retrieve the quota of network slice.
	The AMF may be configured whether the S-NSSAI is subject to quota management, or receives such information from the NSSF.
3.	The SQM return a response message indicating the current network slice quota status. Based on service layer agreement and AMF capability, the SQM may allocate and include determines the reporting event trigger (i.e threshold or per change)quota information of the network slice for the AMF in the response and returns the quota information to the AMF to implicitly subscribe event from AMF. 
	In the case of AMF Set, the SQM determines the quota information per AMF set.
	The SQM also subscribe the notification event about when the quota is overflown or report the remaining quota periodically, or quota threshold is reached..

4.	The AMF accept the UE registration/PDU Session establishment procedure enforce the quota information as described in clause 6.18.2.
5.	In case of quota information is overflown or periodical timer expires or the notification reporting event trigger is met, the AMF notifies the SQM. Based on notifications from all AMF in the network slice, the SQM calculate the overall network slice quota status If there is no usage of the local quota the SMQ may revoke the local quota for the AMF.
6.	Optional If overall quota is overflown, the SQM sends further notification to AF.
7.	Optional, the AF may determine to sends AF request to add more quota information to the SQM.
87.	If overall quota is overflown, Tthe SQM sends network slice quota status notification response to the AMF to indicate that the overall quota of the network slice is overflown.
8.	The AMF may reject the UE registration or PDU Session establishment or Service Request as described in clause 6.18.2.
9.	The SQM may send subscription request message to update the reporting event trigger quota update request to the AMF to refresh quota information. If the SQM decides to move some quota from one AMF to another AMF, it needs to update both AMFs to ensure the overall quota is not overflown.
10.	The AMF sends subscription response to SQM.stores and reviews the new quota information to apply the latest quota enforcement. The AMF sends quota update response to the SQM and may include the remaining local quota for the network slice.
[bookmark: _Toc43397083][bookmark: _Toc43483479][bookmark: _Toc43483773][bookmark: _Toc50473141][bookmark: _Toc50539461][bookmark: _Toc54638081][bookmark: _Toc54638575][bookmark: _Toc54639457][bookmark: _Toc57131530][bookmark: _Toc57616270]6.18.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing entities and interfaces.
AMF:	
-	Interact with the SQM to retrieve the network slice overall quota status
-	Determine to accept or reject the UE registration/PDU Session establishment/Service Request based on the network slice quota status. local slice quota information, including the quota request/update/notification.
-	Receive reporting event trigger from SQM and send notification on the network slice usage to SQM when the trigger is metLocal slice quota enforcement
SMF:
-	Add new event for Nsmf_EventExposure service: PDU Session activation and PDU Session deactivation.
New SQM function
-	Manage the slice quota per PLMN.
-	Determine the reporting event triggerlocal slice quota for each AMF/AMF set and send reporting event trigger to the AMF.
-	Calculate the network slice overall quota status based on the notification from AMF in the network slice.
-	Send the network slice overall quota status to the all AMF in the network slice.
[bookmark: _Toc43397084][bookmark: _Toc43483480][bookmark: _Toc43483774][bookmark: _Toc50473142][bookmark: _Toc50539462][bookmark: _Toc54638082][bookmark: _Toc54638576][bookmark: _Toc54639458][bookmark: _Toc57131531][bookmark: _Toc57616271]6.18.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.

/*********************** Next Changes********************

[bookmark: _Toc50473330][bookmark: _Toc50539651][bookmark: _Toc54638284][bookmark: _Toc54638778][bookmark: _Toc54639660][bookmark: _Toc57131729][bookmark: _Toc57616469]7.1	Evaluation on solutions of KI#1
From all 10 solutions proposed for KI#1 (Solution #1, #2, #3, #4, #8, #9, #15, #18, #19, #38), some may have a complete solution and some not. But overall, we can summarize that there are three main functionalities for supporting quota management on the maximum number of UEs as described below.
-	NW Slice quota information storage functionality: This functionality is responsible for storing a NW Slice quota information, which includes one or more of the following information:
-	The maximum number of UEs for the S-NSSAI.
-	NW Slice quota management functionality: This functionality is responsible for managing and updating NW Slice quotas of the maximum number of UEs in a S-NSSAI, which includes one or more of the following functionalities:
-	Monitoring for counting, collecting and updating the number of UEs that have been registered for a S-NSSAI that is subject to the network slice quota management.
-	NW Slice quota enforcement functionality: This functionality is responsible for enforcing a network slice SLA, which includes one or more of the following functionalities:
-	Accept or reject the UE registration request in a S-NSSAI by taking the network slice quota and the current monitored number of the registered UEs into account.
-	In case of rejection, the function may provide a rejection cause and a back-off timer.
Centralized Quota check vs Distributed Quota Check: In a centralized quota check, the NW Slice quota enforcement functionality checks every new UE registration against the quota at one centralized quota enforcement point. In a distributed quota check, the quota that is a subset of S-NSSAI quota is distributed to one or more NW Slice quota enforcement functionalities and where every new UE registration is checked against the quota of one or more distributed quota enforcement points. For each distributed quota enforcement points, when the distributed quota are consumed then the NW Slice quota enforcement functionality checks against the quota of NW Slice quota management functionality for additional instructions. Depending on the business needs, it is expected that both centralized quota check and distributed quota check may coexist in the network.
Table 7.1-1 illustrates 5GS system impacts for all solutions proposed for the KI#1. Moreover, it also compares where to place the afore-mentioned network slice quota functionalities in the 5G system.
Table 7.1-1: Key impacts of the solutions
	
	UE 
	RAN 
	5GC CN Impact
	Notes

	
	Impact
	Impact
	Existing NF (Note 8)
	New NF or new service operation in existing NF
	

	
	
	
	NW Slice Quota Storage
	NW Slice Quota management
	NW Slice Quota Enforce
	NW Slice Quota Storage
	NW Slice Quota Management
	NW Slice Quota Enforce
	

	Sol#1
	Yes
	No
	UDR,
PCF
	PCF
	PCF
AMF(back-off timer handling)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#2
	Yes
	No
	-
	-
	AMF
	NSQ
	NSQ
	(Note 1) (Note 5)
 (Note 7)

	Sol#3
	Yes
	No
	NSSF
	NSSF
	NSSF,
AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#4
	Yes
	No
	NWDAF
	AMF, PCF (roaming case)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#8
	Yes
	No
	O&M,
AMF
	O&M,
AMF
	OAM
AMF
	-
	-
	-
	(Note 1) (Note 2) (Note 5)

	Sol#9
	Yes
	No
	UDM,
NWDAF
	NWDAF, CHF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#15
	Yes
	No
	-
	-
	AMF
	-
	-
	-
	(Note 3)

	Sol#18
	No
	No
	SQM(NSSF for global)
AMF for local-
	AMF
NSSF
	AMF
	-
	-
	(Note 4) (Note 5)
(Note 7)

	Sol#19
	No
	No
	NWDAF
	-
	QCF
	QCF
QEF
	(Note 4) (Note 6)
(Note 7)

	Sol#38
	No
	No
	CHF
	CHF
	AMF,
CHF
	-
	-
	-
	 (Note 5)
(Note 9)

	NOTE 1:	Solution requires a UE to support a (new/existing) rejection cause and a (new/existing) back-off timer due to the network slice quota has been reached.
NOTE 2:	Solution has an impact on O&M to support either a network slice quota monitoring and/or a network slice quota distribution (if any). Multi-vendor case is unclear on how it works.
NOTE 3:	Solution only addresses the aspect of back-off timer to be sent to the UE for network slice quota enforcement.
NOTE 4:	Solution does not describe whether the UE should be aware of a rejection cause due to a network slice quota has been reached.
NOTE 5:	Solution requires a change in both the H-PLMN and the V-PLMN to support a network slice quota monitoring and a network slice quota enforcement.
NOTE 6:	No descriptions of roaming aspect
NOTE 7:	Although the solution proposes a new NF, this new NF could also be deployed together with an existing NF. In such case, no new NF is needed.
NOTE 8:	Even when the existing NF is reused, the new NF service may need to be introduced.
[bookmark: _Hlk54020514]NOTE 9:	Solution requires a AMF to support a (new/existing) rejection cause due to the network slice quota has been reached.



From Table 7.1-1 above, one can derive a commonality among those solutions as following:
-	No solutions require changes in RAN.
-	All solutions propose to store an information related to the network slice quota information in the CN and the UE is not aware of it.
-	All solutions propose to monitor the number of UEs accessing a network slice in the CN and to enforce the quota in the CN. Difference among those solutions are a) where to store the network slice quota information, b) where to place the network slice quota management and the network slice quota enforcement. There are two main approaches, one is to put them into an existing 5GC network function or introducing a new network function/new service operation to be deployed in the existing 5GC network function.
-	Almost all solutions imply some form of interaction by the AMF with another function which performs the counting.
Furthermore, there are some other aspects that we could also draw some remarks, for example,
-	Rejection cause + Back-off timer: When a network slice quota in terms of number of UEs is overflown, a CN NF sends a rejection to the UE requesting for a S-NSSAI. To suppress further signalling load for a subsequent request for the same S-NSSAI, the CN NF may provide a back-off timer to the UE. The CN NF responsible for sending a rejection for the requested S-NSSAI and optionally the back-off timer for the rejected S-NSSAI is the AMF. It is up to the Stage-3 to determine whether a new rejection cause and a back-off timer or an existing rejection cause and a back-off timer should be used.
To be able to decide which NF in 5GC should have the network slice quota management functionality and the network slice quota enforcement functionality, evaluation of all candidate solutions (except Sol#15 as Sol#15 only focuses on back-off timer and rejection cause aspect) can be further evaluated by taking some criteria into account as described in Table 7.1-2.
Table 7.1-2: Further solutions evaluation
	
	Amount of signalling
	Scalability and complexity
	Notes

	Sol#1
	There are some additional signalling, because the primary PCF and the secondary PCFs would have to coordinate with each other for quota distribution.
For roaming, if quota control at the H-PLMN, the V-AMF needs to communicate with H-PCF, and hence, additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#2
	There are additional signalling, as the centralized new NF checks the quota per each UE registration/de-registration request. 
	No descriptions on how distributed quota check is supported.
	(NOTE 10)

	Sol#3
	The NSSF needs to check the quota for each requested S-NSSAI before determining the Allowed NSSAI. Existing signalling between AMF and NSSF is reused for quota management at the NSSF. No additional signalling is added here, if the NSSF is deployed in the network.
	No descriptions on how distributed quota check is supported.
	(NOTE 10)

	Sol#4
	There are some additional signalling, because the NWDAF needs to collect the number of UEs from the AMF, as well as the NWDAF has to send an indication to the subscribed AMF about the event that the network slice quota is consumed, so that the AMF can reject the requested S-NSSAI accordingly. However, the additional signalling is not on a per UE Registration/Deregistration Request, but the NWDAF may set a threshold of the number of UEs for the AMF to report. Also, the AMF does not need to ask the NWDAF every time, when the AMF receives a UE Registration request with the Requested NSSAI. The AMF can subscribe to the NWDAF for the event notification when the quota is consumed. 
	No descriptions on how distributed quota check is supported. But the NWDAF and the AMF can be configured to support distributed quota check as well, e.g., the NWDAF may act as a central network entity managing the global quota, and it may provide to the AMF a threshold information for a number of UEs indicating that the AMF should notify the NWDAF if current number of UEs being served by the network slice has reached the threshold. In such case, the NWDAF may recalculate whether the threshold for the other AMF serving the same network slice should be updated or reduced, so that the AMF that notifies the NWDAF earlier could be set with a higher threshold. In this way, this AMF is kind of given with a higher local quota.
Alternatively, there may be distributed NWDAF instances in the network and one of this may act as a primary NWDAF and other NWDAFs as a secondary NWDAF. The primary NWDAF and the secondary NWDAFs need to coordinate for splitting and distributing the global quota in multiple local quotas. 
	(NOTE 10)
(NOTE 11)

	Sol#8
	There are some additional signalling exchanged between O&M and AMF. But within the 5GC NFs, there are no additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check, i.e., O&M has to configure quota for each AMF set.
	(NOTE 10)


	Sol#9
	Same as Sol#4
	Same as Sol#4 
	(NOTE 10)
(NOTE 11)

	Sol#18
	There are some additional signalling, because the SQM (may be co-located with NSSF) and the AMF has to coordinate with each other on requesting for quota status and the current network slice usage or for updating the quota. 
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#19
	There are some additional signalling, as the QCF (may be co-located with existing NF) would need to collect data of current number of UEs/PDU Sessions from the NWDAF and the coordination between the QCF and QEF.  
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#38
	Whenever the AMF receives a Registration Request or a De-registration Request, the CHF needs to be involved to keep tracking the usage of the network slice quota. Existing signalling between AMF and CHF is enhanced for quota management at the CHF. No additional signalling is added here.
	No descriptions on how distributed quota check is supported.
	(NOTE 10)
(NOTE 11)

	NOTE 10:	The NF entity or NF entities responsible for network slice quota management functionality and for network slice quota management enforcement is/are mandatory to be deployed to support the feature of network slice quota management.
NOTE 11:	Although the solution does not describe how to support the distributed quota check, but the solution could be possibly enhanced to support the distributed quota check.



[bookmark: _Toc50473331][bookmark: _Toc50539652][bookmark: _Toc54638285][bookmark: _Toc54638779][bookmark: _Toc54639661][bookmark: _Toc57131730][bookmark: _Toc57616470]7.2	Evaluation on solutions of KI#2
[bookmark: _Toc50022787][bookmark: _Toc50022067][bookmark: _Toc50023436][bookmark: _Toc50024021][bookmark: _Toc50310090][bookmark: _Toc50021498][bookmark: _Toc50579822][bookmark: _Toc50725127][bookmark: OLE_LINK24]From all 13 solutions proposed for KI#2 (Solution #5, #6, #7, #8, #9, #10, #11, #18, #19, #32, #35, #36, #38), some may have a complete solution and some not. It is noted that Sol#35 describes a solution for KI#2 on a different aspect, i.e. considering a service type associated with the PDU Session to be established and use it for differentiation of service(s) and even for prioritization of granting a PDU Session when the status of slice is close to the quota limitation. Since Sol#35 could be put on top of any other solutions, Sol#35 is then not listed for comparison below.
[bookmark: OLE_LINK25]Looking at all these solutions for KI#2, we can summarize that there are three main functionalities for supporting quota management on the maximum number of PDU Sessions as described below.
-	NW Slice quota information storage functionality: This functionality is responsible for storing a NW Slice quota information, which includes one or more of the following information:
-	The maximum number of PDU Sessions for the S-NSSAI.
-	NW Slice quota management functionality: This functionality is responsible for managing and updating NW Slice quotas of the maximum number of PDU Sessions in a S-NSSAI, which includes one or more of the following functionalities:
-	Monitoring for counting, collecting and updating the number of PDU Sessions that have been established in a S-NSSAI that is subject to the network slice quota management.
-	NW Slice quota enforcement functionality: This functionality is responsible for enforcing a network slice SLA, which consists one or more of the following functionalities:
[bookmark: OLE_LINK29]-	Accept or reject the PDU Session Establishment Request for the S-NSSAI by taking into account the network slice quota and the current monitored number of established PDU sessions.
-	In case of rejection, the function may provide a rejection cause and a back-off timer.
Centralized Quota check vs Distributed Quota Check: In a centralized quota check, the NW Slice quota enforcement functionality checks every new PDU Session request against the global S-NSSAI quota at one centralized quota enforcement point. In a distributed quota check, the local quota that is a subset of global S-NSSAI quota is distributed to one or more NW Slice quota enforcement functionalities and where every new PDU Session request is checked against local quota of one or more distributed quota enforcement points. Only when the Local quota is reached then the NW Slice quota enforcement functionality checks against the global quota for additional instructions. Depending on the business needs, it is expected that both centralized quota check and distributed quota check may coexist in the network.
Table 7.2-1 below shows an overview of key impacts of all solutions and in particular where the above functions are placed in the 5G system.
Table 7.2-1: Key impacts of the solutions
	
	UE 
	RAN 
	5GC CN Impact
	Notes

	
	Impact
	Impact
	Existing NF (Note 8)
	New NF or new service operation in existing NF
	

	
	
	
	Information Storage
	Quota Management
	Quota Enforce
	Information Storage
	Quota Management
	Quota Enforce
	

	Sol#5
	Yes
	No
	NWDAF
	SMF, PCF (roaming case)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#6
	Yes
	No
	UDR,
PCF
	PCF
	PCF, SMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#7
	Yes
	No
	UDR, PCF
	PCF
	PCF, SMF(back-off timer handling)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#8
	Yes
	No
	O&M, AMF
	O&M, AMF
	O&M
AMF
	-
	-
	-
	(Note 1) (Note 2) (Note 5)

	Sol#9
	Yes
	No
	UDM,
NWDAF
	NWDAF, CHF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#10
	Yes
	No
	-
	-
	SMF
	NSQ
	-
	(Note 1) (Note 5)
(Note 7)

	Sol#11
	Yes
	No
	NRF
	NRF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	[bookmark: _Hlk54087920]Sol#18
	No
	No
	[bookmark: OLE_LINK26]SQM(NSSF), AMF
	SQM(NSSF), AMF
	AMF
	
	-
	(Note 4) (Note 5)
(Note 7)

	Sol#19
	No
	No
	NWDAF
	-
	QCF
	QCF
QEF
	(Note 4) (Note 6)
(Note 7)

	Sol#32
	No 
	No
	SMF
	NF
	NF
	(Note 4)
(Note 6)

	Sol#38
	No
	
	CHF
	CHF
	SMF, CHF
	-
	-
	-
	 (Note 5)
(Note 9)

	NOTE 1:	Solution requires a UE to support a (new/existing) rejection cause and a (new/existing) back-off timer due to the network slice quota has been reached.
NOTE 2:	Solution has an impact on O&M to support either a network slice quota monitoring and/or a network slice quota distribution
NOTE 3:	Solution only addresses the aspect of back-off timer to be sent to the UE for network slice quota enforcement.
NOTE 4:	Solution does not describe whether the UE should be aware of a rejection cause due to a network slice quota has been reached.
NOTE 5:	Solution requires a change in both the H-PLMN and the V-PLMN to support a network slice quota management and a network slice quota enforcement.
NOTE 6:	No descriptions of roaming aspect.
NOTE 7:	Although the solution proposes a new NF, this new NF could be deployed together with existing NF. In such case, no new NF is needed.
NOTE 8:	Even when the existing NF is reused, the new NF service may need to be introduced.
NOTE 9:	Solution requires a SMF to support a (new/existing) rejection cause due to the network slice quota has been reached.



From Table 7.2-1 above, one can derive a commonality among those solutions as following:
-	No solutions require changes in RAN.
-	All solutions propose to store an information related to the network slice quota information in the CN and the UE is not aware of it.
-	All solutions propose to monitor the number of PDU Sessions associated with a network slice in the CN and to enforce the quota in the CN. Difference among those solutions are a) where to store the network slice quota information, b) where to place the network slice quota management and the network slice quota enforcement. There are two main approaches, one is to put them into an existing 5GC network function or introducing a new network function/new service operation to be deployed in the existing 5GC network function.
[bookmark: OLE_LINK30]-	Almost all solutions imply some form of interaction of the SMF or AMF with another function which performs the counting.
Furthermore, there are some other aspects that we could also draw some remarks, for example,
-	Rejection cause / Back-off timer: When a network slice quota in terms of number of PDU Sessions is reached, and a CN NF sends a rejection to the UE's PDU Session Establishment Request for the network slice. To suppress further signalling load for a subsequent request of the network slice, the CN NF may provide a back-off timer to the UE. It is up to the Stage-3 to determine whether a new rejection cause and a back-off timer or an existing rejection cause and a back-off timer should be used.
To be able to decide which NF in 5GC should have the network slice quota management functionality and the network slice quota enforcement functionality, evaluation of all candidate solutions can be further evaluated by taking some criteria into account as described in Table 7.2-2.
Table 7.2-2: Solutions comparison
	
	Amount of signalling
	Scalability and complexity
	Notes

	Sol#5
	There are some additional signalling, because the NWDAF needs to collect the number of PDU Sessions from the SMF, as well as the NWDAF has to send an indication to the subscribed SMF about the event that the network slice quota is consumed, so that the SMF can reject the requested S-NSSAI accordingly. However, the additional signalling is not on a per UE Registration/Deregistration Request, but the NWDAF may set a threshold of the number of PDU Sessions for the SMF to report. Also, the SMF does not need to ask the NWDAF every time, when the SMF receives a UE PDU Session Establishment request. The SMF can subscribe to the NWDAF for the event notification when the quota is consumed. 
	No descriptions on how distributed quota check is supported.
But the NWDAF and the SMF can be configured to support distributed quota check as well, e.g., the NWDAF may act as a central network entity managing the global quota, and it may provide to the SMF a threshold information for a number of PDU Sessions indicating that the SMF should notify the NWDAF if current number of PDU Sessions being served by the network slice has reached the threshold. In such case, the NWDAF may recalculate whether the threshold for the other SMF serving the same network slice should be updated or reduced, so that the SMF that notifies the NWDAF earlier could be set with a higher threshold. In this way, this SMF is kind of given with a higher local quota.
Alternatively, there may be distributed NWDAF instances in the network and one of this may act as a primary NWDAF and other NWDAFs as a secondary NWDAF. The primary NWDAF and the secondary NWDAFs need to coordinate for splitting and distributing the global quota in multiple local quotas. 
	(NOTE 10)
(NOTE 11)

	Sol#6
	There are some additional signalling, because the primary PCF and the secondary PCFs would have to coordinate with each other for quota (re-)distribution.
For roaming, if quota control at the H-PLMN, the V-PCF needs to communicate with H-PCF by using a new signalling for quota management across PLMNs. Hence, there is an additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#7
	There are some additional signalling, because the primary PCF and the secondary PCFs would have to coordinate with each other for quota (re-)distribution.
For roaming, if quota control at the H-PLMN, the V-PCF needs to communicate with H-PCF by using an existing signalling for quota management across PLMNs. Hence, there is no additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#8
	There are some additional signalling exchanged between O&M and AMF. But within the 5GC NFs, there are no additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check, i.e., O&M has to configure quota for each AMF set.
	(NOTE 10)

	Sol#9
	Same as Sol#4
	Same as Sol#4 
	(NOTE 10)
(NOTE 11)

	Sol#10
	There are additional signalling, as the centralized new NF checks the quota per each PDU Session Establishment/Release request. 
	No descriptions on how distributed quota check is supported.

	(NOTE 10)

	Sol#11
	There are some additional signalling, because the NRF needs to collect the number of PDU Sessions from each SMF serving the same S-NSSAI. Moreover, the NRF also needs to provide the slice status information to the AMF, so that the AMF can determine whether to accept or reject the PDU Session Establishment request for the S-NSSAI.
For roaming, there are also additional signalling between the H-NRF and the V-NRF to reporting about the slice status information across PLMNs. 
	No descriptions on how distributed quota check is supported.
	(NOTE 10)

	Sol#18
	There are some additional signalling, because the SQM (may be co-located with NSSF) and the AMF has to coordinate with each other on requesting for overall quota status and the network slice usageor for updating the quota. 
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#19
	There are some additional signalling, as the QCF (may be co-located with existing NF) would need to collect data of current number of PDU Sessions from the NWDAF and the coordination between the QCF and QEF.  
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#38
	Whenever the SMF receives a PDU Session Establishment/Release Request, the CHF needs to be involved to keep tracking the usage of the network slice quota. Existing signalling between SMF and CHF is enhanced for quota management at the CHF. No additional signalling is added here.
	No descriptions on how distributed quota check is supported.
	(NOTE 10)
(NOTE 11)

	NOTE 10:	The NF entity or NF entities responsible for network slice quota management functionality and for network slice quota management enforcement is/are mandatory to be deployed to support the feature of network slice quota management.
NOTE 11:	Although the solution does not describe how to support the distributed quota check, but the solution could be possibly enhanced to support the distributed quota check.



[bookmark: _Toc50473332][bookmark: _Toc50539653][bookmark: _Toc54638286][bookmark: _Toc54638780][bookmark: _Toc54639662][bookmark: _Toc57131731][bookmark: _Toc57616471]7.3	Evaluation on solutions of KI#3
Editor's note:	This clause will provide some interim evaluation based on solutions #13, #20, #21, #22,#37that will need further updates to address e.g. roaming aspects.
Solutions can be categorized as follows:
-	Category A1: Those enforcing the Slice-MBR in the UPF, in CN i.e. solution #13.
-	Category A2: Enforcing SMBR in the RAN and also admitting GFBR aggregate for the slice only up to the SMBR at the admission control time in the RAN, i.e. solution #22,
-	Category B: Those ensuring that the Slice-MBR limits the aggregated MBR and GBR for QoS flows of established PDU sessions and related QoS flows, i.e. solution #20, #21 and #37. Enforcement is done using the existing QoS parameter.
Category A solutions:
-	Accuracy: The enforcing of the Slice-MBR in the user plane, i.e. solution #13 in UE and UPF and solution #22 in NG-RAN and the UE, provides an accurate mechanism to ensure that the aggregated MBR and GBR of those QoS flows in UE PDU sessions to a slice is not exceeded.
-	Impacts on NF: Solution #13 impacts the UE (optional) and the UPF, only UPF supporting this feature can be selected for a PDU session.
Solution #22 impacts NG-RAN (admission control) and UL/DL rate enforcement.
Category B solutions:
-	Accuracy: The enforcement of the existing QoS parameters ensuring that the aggregated GBR and MBR for the QoS flows with a slice does not exceed the Slice-MBR assumes that all PDU sessions are active and QoS flows run traffic, and this may not be the case. Then, to resolve and mitigate this, these solutions take both, the indication of inactive PDU sessions, a to reach a higher level of accuracy at the cost of a much higher level of signalling. However, the accuracy of Category B solutions is still lower than Category A solutions as Category B solutions cannot be aware of the real bit rate of the PDU Sessions within the slice even with such mechanism.
NOTE:	Solution#20 and solution#37 indicates that the inactivity in the UP can be used to know if a PDU session is active or not. This can be very demanding in terms of signalling or it is very imprecise and can lead also to exceeding the target rate unless the inactive PDU sessions are totally throttled back, which also means their performance would be hampered.
-	Impacts on NFs; Solution #20 (method 1) impacts PCF only, (method 2) impacts UDR as well, solution #21 defines a new NF.
-	Support for roaming: Solution #20 and #37 checks the Slice-MBR at the H-PCF. Solution #21 checks the Slice-MBR at the NSQ serving the H-SMF.
	Based on the above, solutions under category A provides higher accuracy at the cost of impacting all NG-RAN nodes or a selected number of UPFs, while category B solutions provides less accuracy, that is compensated based the indication of active PDU sessions at the cost of much higher signalling and lower performance for throttled back sessions and estimations on the number of PDU sessions per UE. The impacts are limited to one control node PCF or NSQ, the number of PCFs or NSQs is less than the number of UPFs or NG-RAN nodes in the network.
Other aspects:
-	Category B solutions impact the Subscribed Session MBR of PDU sessions so it will not allow to set a Session MBR that can be respected at all times.
-	The S-MBR value is assigned per subscriber category or per internal group Id in the UDR. The NF, e.g. UDM or PCF is able to retrieve such value by revoking the service of UDR.
-	Reporting that the SMBR is reached to the AF is proposed by solution #43, it is not explained why the AF needs to be notified, since the AF is defined on application level, and the SMBR is not application related parameters.
Impact on NF Discovery and selection:
-	Solution #22 has no impact on the current NF discovery and selection.
-	Solution #21 needs new NF discovery and selection mechanism on NSQ.
-	Solution #13, #20 (method 1) and #37 does not impact the NF discovery and selection functionality but requires having the same NF selected for all the PDU Sessions within a slice. Solution#20 (method 2) has no impact on the current PCF discovery and selection and does not require to select the same PCF for all PDU sessions in the slice either.

/*********************** Next Changes********************

[bookmark: _Toc54638288][bookmark: _Toc54638782][bookmark: _Toc54639664][bookmark: _Toc57131733][bookmark: _Toc57616473]7.5	Evaluation on solutions of KI#5
From all 8 solutions proposed for KI#5 (Solution #12, #14, #16, #18, #19, #20, #24, #25), some may have a complete solution and some not. But overall, we can summarize that there are three main functionalities for supporting limitation of data rate per network slice in UL and DL as described below.
-	NW Slice max. data rate Storage functionality: This functionality is responsible for storing a NW Slice maximum data rate quota information.
-	NW Slice Quota Control functionality: This functionality is responsible to check that the aggregated data rate for the S-NSSAI in UL/DL complies with the maximum rate for the S-NSSAI in the UL/DL.
-	NW Slice Quota Enforcement functionality: This functionality is responsible to ensure that the data rate per slice is not exceeded. If exceeded actions are taken to a) redistribute the data rates, or b) reject new PDU session establishments or new UE registration or some other action such as report to OAM to log the event.
Editor's note:	It is FFS for NW Slice Quota Enforcement functionality whether option a) or option b) or both options should be supported.
Table 7.5-1 illustrates 5GS system impacts for all solutions proposed for the KI#5. Moreover, it also compares where to place the afore-mentioned network slice quota functionalities in the 5G system.
Table 7.5-1: Key impacts of the solutions
	
	UE 
	RAN 
	Notes
	

	
	Impact
	Impact
	NW Slice max. data rate Storage
	NW Slice Quota control
	NW Slice Quota Enforcement
	Amount of signalling for enforcement
	Amount of signalling for adjustment
	Description

	Sol#12
	No
	No
	NSQ
	NSQ
	N/A
	The centralized new NF checks the quota per each PDU session. Additional signalling to PDU session establishment, and modification or when a new QoS is establishment/updated/release.
Additional signalling to update PDU session bit rates.
	If the Network Slice max data rate is reached the NSQ contacts all (or a subset) of SMFs in the slice to update Session-AMBR or MFBR for GFBR data flows.
	For each PDU session SMF provides to NSQ the authorized Session-AMBR and MFBR for each GBFR flow. If any updates, the SMF updates the NSQ.

	Sol#14
(depends on KI#3)
	Yes
	Yes
	PCF
	PCF/NWDAF
	RAN
	-
	When the number of UE changes and new analytics comes from NWDAF, PCF adjust UE-Slice-AMBR for each UE.
	PCF decides the UE-Slice-AMBR based on NWDAF analytics on network slice data rate.

PCF provides the UE-Slice-AMBR to AMF. The AMF provides the UE-Slice-AMBR to RAN. RAN controls the UE-Slice-AMBR.

	Sol#16
	No
	No
	PCF
	PCF
	UPF
	-
	The periodic reporting proposed by UPF/SMF to PCF helps dynamic adjustment of local quota allocation. It can increase the amount of signalling between the PCF and SMF.
	The UPFs get quotas of UL/DL bitrate allowed to transfer and enforce them to meet the limitation of the slice. The PCF of the slice (i.e. Slice PCF) collects the actual bitrate in N6 interface per S-NSSAI from the UPFs and periodically adjusts the bitrate quota allocation according to the latest service distribution within the slice.

	Sol#18
(depend on KI#3)
	No
	No
	SQM
	SQM/ AMF
	AMF
	When SQM standalone, additional signalling for each UE registration to provide a quota status per Slice if not available.
	.
When the thresholdlocal quota is reached the AMF notifies the SQM. The AMF request the overall quota status from the SQM and take actions based on the status.for further quota or other actions
	The SQM allocates a quota local threshold per Slice and provides it to AMF.
The AMF sums the Slice-MBR of all UEs in Connected mode which have established PDU Session in the network slice and ensures report to SQM when the total data rate does not exceeds the thresholdallowed value in the quota for the network slice.
SQM is either stand alone or a functionality of PCF, NSSF, NRF, NWDAF, OAM, CHF. 

	Sol#19
	No
	N/A
	QCF
	QEF
	N/A
	-
	The QCF may initiate adjustment of quota distribution among the QEFs when the NDWAF notifies new analytics.
	QCF determines the local slice quota based on the analytics from NWDAF. The QEF enforces the network slice local quota.

	Sol#20
	No
	No
	PCF
	PCF
	N/A
	
-
	Additional signalling to update PDU session bit rates.
	The PCF (per slice) aggregates the Session-AMBR and MBR per PCC Rule in the slice and check if the quota is reached.
When the quota is reached the PCF (per slice) decides if a new PDU session is established or if other PDU session needs reconfiguration based on internal policies.

	Sol#24
	No
	No
	NSQ

	NSQ
	N/A
	-
	User plane adjustment is initiated by SMF with reduced Session-AMBR/MFBR values if the data rate quota runs out.
	Similar as solution #12

	Sol#25
(depends on KI#3)
	Yes
	Yes
	PCF
	PCF
	RAN
	-
	Adjusting the UE-Slice-MBR of the UEs as more UEs join or leave a network slice with at least one PDU session.
	The PCF (per slice) allocates a Slice-MBR per UE that is sent to RAN for enforcement.



From Table 7.5-1 above, one can derived the following three categories:
-	Category A with enforcement of Slice max bit rate for each UE in RAN (#14,#25).
-	Category B with enforcement of Slice max bit rate in control plan function to control that the accumulate bit rate for all PDU sessions within the Slice do not exceed the Slice max bit rate.(#12,#18, #19, #20, #24).
-	Category C with enforcement of slice max bit rate in the user plane by distributing a quota to UPF for enforcement.(#16).
For Category A and Category B, the control function is based on the authorized maximum bitrate of each UE or each PDU session. Considering that not every UE or every PDU session can reach the maximum data rate allowed simultaneously, the data rate of the slice (i.e. the sum of the data rate of each UE or each PDU session) may be treated as exceeding the quota even the actual data rate of the slice is still lower than the quota. For Category C, the subset of NW Slice maximum data rate quota is distributed to multiple UPFs in the slice and the control function in the UPF is based on the actual data rate of the slice against the local quota. Therefore category C provide more accurate quota control than category A and B.
For Category C the enforcement function is also in the UPF. The UPF can perform admission control for GBR QoS flow and enforces the UL/DL bitrate for all GBR QoS flow and non GBR QoS flow within the slice not exceeding the local quota.. This may not always be efficient because the UPF may discard the uplink packets which has consumed the radio resource. The UPF may also not be able to ensure fairness across UE data rates within the whole slice. This can be resolved if the PCF can take into account the actual data rate of the slice when authorizing the MBR per SDF and Session-AMBR. Additionally the PCF can distribute/redistribute the data rate quota per slice for each UPF based on the real throughput of the UPF for the specific slice and the amount of the PDU Sessions.
The solutions, both #14 and #25, that propose RAN enforcement are linked to KI#3 and their solutions, as they propose enforcement of UE-Slice-MBR in RAN.
There is no clear benefit that shows if using analytics as input to the decision point adds value for slice quota enforcement.
From signalling point of view, the centralized NSQ in Sol#12 and Sol#24, acting as both slice max data rate storage functionality and quota control functionality has to check the quota per each PDU session which brings heavy signalling load of centralized NF. Quota distribution from slice max data rate storage functionality to quota control functionality can avoid the adverse impacts to the scalability and reliability of the system. Introducing a new NF causes increased signalling from AMF/SMF to these new NFs in every PDU session establishment or at new UE registrations. As such, the new functionality for control of the quota is included in an existing NF.
As for dynamic adjustment, considering that the number of NF is much less than the number of involved UEs and PDU Sessions, the signalling load for dynamic adjustment per NF is less than adjustment per UE or per PDU session.

/*********************** End of Cha nges********************
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