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1. Discussion and proposal
In their reply LS S4-210283, SA4 highlighted that
In the context of Rel-17 FS_XRTraffic, it has been considered to also permit IP packet sizes that may carry an entire video frame, which may as an example be as large as 30 kB, with exceptions potentially even 100 kB (see above). In this case, it is obvious that a 10-4 packet/frame loss in the downlink may be over-dimensioned (resulting in a loss on average every 100-200 seconds).
However, TS 23.501, clause 5.6.10.4 Maximum Transfer Unite size considerations reads
NOTE 2:
In network deployments that have MTU size of 1500 octets in the transport network, providing a link MTU value of 1358 octets (as shown in Figure J-1) to the UE as part of the IP configuration information from the network will prevent the IP layer fragmentation within the transport network between the UE and the UPF. For network deployments that uniformly support transport with larger MTU size than 1500 octets (for example with ethernet jumbo frames of MTU size up to 9216 octets), providing a link MTU value of MTU minus 142 octets to the UE as part of the IP configuration information from the network will prevent the IP layer fragmentation within the transport network between the UE and the UPF. Link MTU considerations are discussed further in Annex J.

In addition, Annex J of TS 23.501
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Figure J-1: Overhead calculation for transport MTU=1500 octet

The link MTU value that can prevent fragmentation in the backbone network between the UE and the UPF acting as PSA depends on the actual deployment. Based on the above calculation a link MTU value of 1358 is small enough in most of the network deployments. However for network deployments where the transport uniformly supports for example ethernet jumbo frames, transport MTU<=9216 octets can provide a much larger UE MTU and hence more efficient transfer of user data. One example of when it can be ensured that all links support larger packet sizes, is when the UE uses a specific Network Slice with a limited coverage area.

This means that:

-
typical network deployments have a link MTU size of 1358 octets;

-
to achieve the transport of packets with larger MTU sizes, specific network deployments are needed. 
As a consequence, in typical network deployments the IP packets considered by SA4 for their Rel-17 FS_XRTraffic (from 30kB to exceptionally 100kB) work will be fragmented in smaller packets leading to a loss of correlation between the data originally associated to the same video frame.
Proposal: It is proposed notify SA4 of such limitation and related issue in the Reply LS to S4-210283/S2-2100261 (see S2-2100754).
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