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Abstract of the contribution: This contribution proposes to update the TR to replace the non-inclusive terms
1	Discussion
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2	Proposal
It is proposed to agree the following changes.
1st CHANGE
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A global slice SLA information is the global quota of the maximum number of UEs for a given S-NSSAI. A local slice SLA information is the local quota of the maximum number of UEs for a given S-NSSAI, which is stored at the enforcement points, e.g. PCF instances. The local quota of a slice SLA attribute is based on the global quota of a slice SLA attribute.
The proposed solution highlights controlling distribution of network slice related quota at the control plane performed by 5GC NFs: PCF and /UDR. It considers a primary PCF of a given S-NSSAI for controlling distribution of the network slice related local quota to its slavesecondary PCF instances. The secondary PCF instances, also known as AM-PCF for the access and mobility management, apply/enforce the associated network slice related local quotas in registration procedure.
The mechanisms of distributed management of a network slice attribute related quota by a central enforcement point (i.e. a primary PCF of a given S-NSSAI) provides a precise control of slice SLA for maximum number of UEs.
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The following figure represents a high-level principles and workflow procedure of the solution.



Figure 6.1.3-1: A high-level workflow of the solution
1.	UDR in 5GC obtains from OAM global slice SLA information including a global quota on the maximum number of allowed UEs per S-NSSAI and stores the global slice SLA information. A primary PCF of a given S-NSSAI obtains the global quota on the maximum number of allowed UEs from UDR to be used to perform the distribution of local quota of slice SLA control on the number of UEs. The UDR store the S-NSSAI and its associated primary PCF.
2.	A Primary PCF provides the local slice SLA information including local quotas of the maximum number of allowed UEs per S-NSSAI to its secondary PCF instances (which is for AM policy control) of the related Network Slice (enforcement points). A primary PCF may keep a shared quota of the maximum number of allowed UEs per S-NSSAI (e.g. to handle the delegation requests from its secondary PCFs). The sum of the local quotas to the associated secondary PCF instances of S-NSSAI shall be less or equal to the network slice related global quota of the maximum number of UEs per S-NSSAI.
NOTE:	This local quota distribution of a S-NSSAI can be performed before a UE registration request for the S-NSSAI arrives (e.g. pre-configuration) or it can be triggered by a primary PCF after the registration request(s) for the S-NSSAI by a secondary PCF. It is also possible that a secondary PCF has no local quota granted by a primary PCF, e.g. based on the operator's policy.
3.	When a UE registers for the network slice, the AMF instance of the network slice interacts with the proper PCF instance (enforcement point) for the quota enforcement by re-using existing Registration procedure, i.e. as part of the AM Policy handling. The allowed S-NSSAI(s) of UE are provided to the PCF when the AMF interacts with the PCF.
4.	Quota enforcement:
4a. For the S-NSSAI which needs quota control, each PCF instance (enforcement point) associated to the S-NSSAI maintains the local quota sent by its primary PCF for the associated number of allowed registered UEs. Each PCF instance generates a policy counter to track the local quota (i.e. per S-NSSAI the allowed number of registered UEs, received from primary PCF) and the local quota status (i.e. per S-NSSAI the actual number of registered UEs). Upon receiving UE registration request, the PCF instance decides, based on the local quota status and local quota of the S-NSSAI, the acceptance or rejection of the UE registration request for that S-NSSAI.
4b. In addition to step 4a, the PCF instance may send a delegation request of quota enforcement for the indicated S-NSSAI to its primary PCF, e.g. when the local quota of the S-NSSAI is consumed by the PCF instance or the secondary PCF has no local quota granted per operator's policy. Based on the global/shared quota status of the S-NSSAI the primary PCF (e.g. interaction with UDR) decides the acceptance or rejection of the delegation request for the UE registration on the indicated S-NSSAI and sends a response to the delegation request with the decision to the PCF.
	The PCF based quota enforcement naturally supports the handling of slice SLA quota exceeding exceptions or exemptions by allowing special policies for the quota enforcement, e.g. no quota enforcement for the VIP customers or emergency services (e.g. MPS, MCX or PPDR).
	The detail procedure of quota enforcement in registration procedure is described in clause 6.1.3.2.
5.	Upon PCF decision from step 4, PCF sends the response of the registration request for S-NSSAI(s) to the serving AMF.  If all requested S-NSSAI included in the UE registration request violates or exceeds the related  quotas of the requested S-NSSAIs the decision for the registration request can be decided based on, e.g. operator policy in PCF, The PCF sends an indication, e.g. rejection message, to the serving AMF. The Registration Reject message is sent to the UE by a serving AMF along with the back-off timer and a suitable cause value. If the registration request of one or more S-NSSAI is accepted, the AMF send the Registration Accept message to the UE, which includes the Allowed S-NSSAI(s), and Rejected S-NSSAI(s) and associated back-off timer if needed.
6.	It is possible at any time the UE initiates the registration procedure to update the allowed S-NSSAI(s), e.g. adding/removing one S-NSSAI to the Allowed NSSAI. In that case the AMF compares the updated Allowed NSSAI with the stored Allowed NSSAI and notifies the status to the PCF. The PCF decides the update the policy counter(s) of associated S-NSSAI(s).
7.	Independently of registration with quota enforcement procedure in step 1-6, local slice SLA quota re-distribution can be triggered by (slavesecondary) PCF instances or the primary PCF of the network slice at any time. The detail procedure of controlling (re)-distribution of local quota is described in clause 6.1.3.4.
7a.	PCF instances (enforcement points) may request their local quotas update for the indicated S-NSSAI (e.g. when the local quotas are (about to) consumed) to the primary PCF. The primary PCF based on the received requests may re-calculate and provide the updated local quota of the maximum number of UEs associated with the indicated S-NSSAI to one or more PCF instances. The primary PCF supports mechanisms for the (re)-distribution of local quota(s) to one or more PCF instances of associated S-NSSAI based on the global quota status of registered number of UEs of the indicated S-NSSAI.
7b.	Independently of step 7a, one or more PCF instances (enforcement points) shall report/notify the local quota statuses per S-NSSAI to the primary PCF (e.g. periodically or event based). Based on the reported local quotas the primary PCF can track the global status of number of registered UEs of indicated S-NSSAI and provides to one or more PCF instances an updated local quota (i.e. quota re-distribution) if required. It enables 5GS to know about the current number of UEs accessing the network slice, i.e. specific S-NSSAI.
8.	Independently of registration with quota enforcement and controlling local quota (re)-distribution, a de-registration for a S-NSSAI can be triggered by a UE (or network) any time.
8a.	A UE triggers a de-registration request to the serving AMF. The AMF triggers the update of policy counter to the associated PCF during AM policy association termination procedure.
8b. Upon receiving a deregistration request from the AMF, the secondary PCF of the S-NSSAI increases the remaining local quota of the S-NSSAI by one. If the secondary PCF has no local quota been granted per operator's policy, the secondary PCF may interact with the primary PCF for the quota update.
8c. The response of the deregistration of the S-NSSAI is sent to the UE by the serving AMF.
The detail procedure of deregistration of a S-NSSAI is described in clause 6.1.3.3.
In the roaming case, the quota control can be in the VPLMN or HPLMN. For more detail, it is described in clause 6.1.3.5..
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Figure 6.1.3.2-1: General registration procedure with quota update
1.	Registration procedure (steps 1-15) according to clause 4.2.2.2.2 in TS 23.502 [6].
2.	The AMF performs an AM Policy Association Establishment/Modification. The allowed S-NSSAI(s) and its associated operation (i.e. increment or decrement of the associated policy counter) is also provided to the PCF.
3.	For each indicated allowed S-NSSAI, per the received allowed S-NSSAI(s) and its associated operation the PCF verifies the status of the associated local quota based on its policy counter of a slice parameter, the number of registered UEs. A policy counter per S-NSSAI indicates the local quota and its status, which comprises information of remaining number of allowed UEs and consumed number of UEs. If the number of UEs for the specific S-NSSAI is still within a valid bound, there is no negative affect for the registration request of that S-NSSAI.
4a. Upon identification of no quota left or the secondary PCF has no local quota granted, the PCF instance shall decide for the delegation of quota enforcement to the secondary PCF. The delegation of quota enforcement message includes the S-NSSAI and its associated operation.
4b. The primary PCF upon receiving the delegation message, verifies the status of the shared quota of the requested S-NSSAI and decides the acceptance or rejection based on the status of a shared quota of each requested S-NSSAI. The primary PCF has its own policy counter per S-NSSAI to manages the status of a shared quota in the same way as the secondary PCF per S-NSSAI4c. Based on step 4b, the primary PCF sends a message to its requested PCF instance. The response message includes an indication to accept the registration or rejection of the indicated S-NSSAI.
5.	Based on step 3 or 4b, the local quota status is updated (e.g. increase the associated policy counter value for the indicated S-NSSAI by one).
6.	The PCF instance sends the response of quota enforcement (i.e. acceptance or rejection) of S-NSSSAI(s), based on step 3 or step 4c, to the AMF instance.
	If more than one allowed S-NSSAI is provided to PCF, it is possible that part of S-NSSAIs is authorized and others are rejected per the action taken in step 3 or 4c.
Alt A: UE registration request includes at least one S-NSSAI, which does not violate or exceed the local quota without delegation of quota enforcement, or the shared/global quota with delegation of quota enforcement.
7.	Registration procedure (steps 17-22) according to clause 4.2.2.2.2 in TS 23.502 [6].
	If one S-NSSAI is rejected, it is included in the rejected NSSAI and associated with cause value and back-off timer.
	If the transaction is not completed successfully, e.g. the registration accept message is not received by the UE, the incorrect count at the PCF is corrected when the AMF deregister the UE due to the periodic registration timer expires.
Alt B: All the S-NSSAIs in the UE registration request violates or exceeds the local quota without delegation of quota enforcement, or the shared/global quota with delegation of quota enforcement.
8.	The Network cleans the related state, e.g. the AMF changes the UE registration state as deregistered.
9.	The AMF sends a registration reject message to the UE, which includes the Rejected NSSAI, associated cause value and back-off timer.
In the following when the UE initiates the registration procedure to update the registered S-NSSAI, e.g. adding one S-NSSAI to the Allowed NSSAI, the AMF compares the updated Allowed NSSAI with the stored Allowed NSSAI.
If one S-NSSAI is added into the Allowed NSSAI, the AMF checks with the PCF on whether this Allowed NSSAI is permitted per the status of quota information. If one S-NSSAI is removed from the Allowed NSSAI, the AMF notifies this status to the PCF.
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Figure 6.1.3.3-1: Deregistration procedure with Slice SLA quota update.
UE is deregistered, which slice Quota management is required.
[bookmark: _Toc43396935]1.	UE or network initiates a deregistration procedure according to (steps 1-5) in clause 4.2.2.3.2 or (step 1-4) in clause 4.2.2.3.3 in TS 23.502 [6], accordingly.
2.	During the AM policy association termination procedure as defined in clause 4.16.3.2 in TS 23.502 [6], for each S-NSSAI the PCF instance of the deregistered UE decreases the policy counter value of a given S-NSSAI by one.
	Optionally, If the PCF instance of the UE does not have local quota granted, e.g. as per operator's policy, the PCF instance delegates the request of policy counter update for the deregistration of the S-NSSAI to the primary PCF. The primary PCF decreases the policy counter value of the indicated S-NSSAI and sends the response to the secondary PCF.
NOTE:	If the PCF instance has local quota granted before, during the de-registration procedure, the involvement of the primary PCF is not required. The local quota reporting and re-distribution mechanism described in clause 6.1.3.4 can be used to recover the previously delegated requests to the primary PCF of the indicated S-NSSAI.
3.	UE or network initiates deregistration procedure according to (steps 6a-8) in clause 4.2.2.3.2 or (steps 5a-7) in clause 4.2.2.3.3 in TS 23.502 [6], accordingly.
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Figure 6.1.3.4-1: Controlling (re)-distribution of local quotas of slice SLA attributes
The procedures of local quota distribution and re-distribution between a primary PCF and its secondary PCFs of a specific S-NSSAI are described in Figure 6.1.3.4-1.
[bookmark: _Toc43396936]1.	Local quota distribution.
	Based on the received global quota of maximum number of allowed UEs from UDR, a primary PCF may proactively distributes the local quotas of maximum number of allowed registered UEs to the associated PCFs of the specific S-NSSAI. For example, a local quota is given to the secondary PCF to reduce signalling.
NOTE:	How much local quota shall be distributed on each PCF instance of S-NSSAI can be determined based on Operator policy (e.g. equal local quota distribution, with respect to the estimated load of PCFs, based on capabilities of PCF instances, etc.)
2.	For the specific S-NSSAI, Local quota re-distribution - Local quota status reporting.
2a.	The primary PCF subscribes the status of local quotas to its PCF instances, which may include time interval or an event trigger, e.g. when the remaining quota is less than 5% of the local quota or above a threshold.
2b.	Each PCF instance triggers the report of the status of the local quota to the primary PCF based on, e.g. events (as described in 2a) or periodically.
2c.	Optionally, the primary PCF requests the status of local quotas to the specific PCF instances.
2d.	Upon receiving the request, the requested PCF instances send the statuses of local quota report to the primary PCF.
3.	For the specific S-NSSAI, Local quota re-distribution - triggering.
3a.	The primary PCF may trigger the update of quota re-distribution to the other secondary PCF instances without the requests of quota update from these PCFs. The trigger is initiated based on the status of global quota or based on the local quota updates from other PCF instances of the same S-NSSAI, as described in 2a.
3b.	One or more PCF instances send request(s) for local quota(s) update to the primary PCF.
[bookmark: _Toc43483333][bookmark: _Toc43483627]3c.	Upon receiving of one or more local quota update requests from secondary PCFs, the primary PCF provides re-distribution of local quotas to one or more PCF instances.
[bookmark: _Toc50472987][bookmark: _Toc50539307][bookmark: _Toc54637927][bookmark: _Toc54638421][bookmark: _Toc54639303][bookmark: _Toc57131374][bookmark: _Toc57616114]6.1.3.5	Controlling quota of Slice SLA attribute of Maximum Number of UEs at Roaming
Depending on the operator's requirement, two options for quota control can be considered.
Quota control at the VPLMN: For the Roaming UEs, it is assumed that the local quota for the allowed number of Roaming UEs per Subscribed S-NSSAI per home PLMN is available at vPLMN, e.g. as per SLA or Roaming agreement. The AM-PCF and primary PCF, in vPLMN of the given S-NSSAI, enforces Roaming UEs' requests for the registration or deregistration of the S-NSSAI and updates (i.e. increase or decrease) the policy counter of the S-NSSAI per home PLMN accordingly. The procedures of slice SLA quota enforcement and controlling for Roaming UEs are the same as per Clauses 6.1.3.2 - 6.1.3.4 with the additional HPLMN's S-NSSAI information. That means for the same vPLMN only the indicated HPLMN's S-NSSAI(s) need quota control.
Quota control at the HPLMN: If the primary PCF in hPLMN needs to perform controlling or enforcing the requests of its visiting UEs, the interaction between AM-PCFs in VPLMN and the primary PCF in hPLMN shall take place ( e.g, via N24). The further considerations of any necessary interaction between vPLMN and hPLMN for the roaming UEs will be left out for the normative work. The H-PLMN primary PCF may also distribute a local quota to the AM-PCF in VPLMN similar as the primary PCF distribute to the secondary PCF in the non-roaming case.
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Figure 6.1.3.6-1: Maximum Number of UEs updates on NSSAA related procedures
The maximum number of registered UEs of S-NSSAI is required to update based on the related procedures of (re-)authentication and (re-)authorization for the Network Slice specified by the S-NSSAI. Basically, the maximum number of UEs of S-NSSAI is updated (i.e. increase or decrease by one in the associated policy counter) by the following cases.
Case 1: AMF triggers NSSAA procedure
-	IF the related S-NSSAI has not been added into the Allowed NSSAI, for pending Network Slice Specific Authentication and Authorisation (NSSAA) for the S-NSSAI, AMF triggers NSSAA procedure according to the clause 4.2.9.2(step 1-step 17) in TS 23.502 [6]. If the pending NSSAA procedure is successful for the S-NSSAI, before EAP success NAS message sent back to the UE, same as the step 2-6 in clause 6.1.3.2, the AMF requests the AM-PCF to verify the local quota and increase the policy counter of the S-NSSAI by one.
-	IF the related S-NSSAI has been added into the Allowed NSSAI. if the authorization fails and the S-NSSAI needs to be removed from the Allowed NSSAI according to the clause 4.2.9.2(step 1-step 17) in TS 23.502 [6], before EAP failure NAS message sent back to the UE, same as the step 2 in clause 6.1.3.3, the AMF requests the serving PCF to decrease the policy counter of the S-NSSAI by one..
Case 2: AAA Server (AAA-S) triggers Network Slice-Specific Re-authentication and Re-authorization procedure
The AAA-S initiates the re-authentication and re-authorization for the Network Slice specified by the S-NSSAI for a UE according to the clause 4.2.9.3 in TS 23.502 [6]. If the AAA-S initiated the re-authentication and re-authorization of the S-NSSAI for the UE results NSSAA failure for the S-NSSAI according to the clause 4.2.9.2(step 1-step 17) in TS 23.502 [6], before EAP failure NAS message sent back to the UE, same as the step 2 in clause 6.1.3.3, the AMF requests the serving PCF to decrease the policy counter of the S-NSSAI by one.
Case 3: AAA Server (AAA-S) triggers Slice-Specific Authorization Revocation
The AAA-S initiates the revocation of authorization for the Network Slice specified by the S-NSSAI for a UE according to the clause 4.2.9.4 in TS 23.502 [6]. If the AAA-S initiated the revocation of authorization of the S-NSSAI for the UE is successful, before UCU message sent to the UE, same as the step 2 in clause 6.1.3.3, the AMF requests the serving PCF to decrease the policy counter of the S-NSSAI by one.
The serving PCF sends a response message back to the AMF.
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UDR: obtaining, storing and allowing retrieval of global slice SLA information including a global quota on the maximum number of registered UEs.
PCF: A primary PCF of a given S-NSSAI for distributing/providing the network slice related shared/local quota on the maximum number of UEs; and its secondary PCF to apply/enforce the network slice related local quota on the number of UEs
AMF: handling of quota enforcement decision on the number of UEs
UE: handling of back-off timer and a (new) cause value as a rejection response
Editor's note:	Impacts on existing services and interfaces are FFS for the normative work.

2nd CHANGE
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This solution addresses KI#2 and may be applicable to KI#1 also with the constraint the UE has a PDU session established at least. It allows an operator to count how many PDU Sessions are in a Network Slice identified by a S-NSSAI in the HPLMN. Then, several actions could be implemented based on this information that is always up to date. For the purposes of this solution, we assume a single global quota exists, i.e. irrespective of roaming. In this Solution description PCF may also refer to PCF set when this is the deployed approach in a PLMN. Also, this solution can be used to count the number of UEs in a Network Slice that have at least one PDU Session established. Finally, in scenarios where restricting the number of PDU Sessions/UEs per S-NSSAI by also counting the UEs that have moved to or are in the EPS, this solution allows that by letting the PGW-C/SMF interact with PCF for this purpose.
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When a S-NSSAI of HPLMN is subject to PDU Sessions counting, this is indicated in subscription information. This subscription information may also include a quota (e.g. to avoid configuration of PCF especially in roaming LBO case).
If a S-NSSAI of the HPLMN is marked for counting, then:
1)	the SMF shall always invoke the PCF to perform the counting and indicate the counting is required to the PCF (and a quota if included in subscription data).
2)	The PCF increments a counter if the PDU Session is allowed to be established.  If the PCF counts the number of UEs/slice with one established PDU Session, then the counting of UEs happens at first PDU Session established in the Network Slice
3) The PCF is configured with the indication that whether the EPS and 5GS are under the unified quota management or not. In case both of EPS and 5GS are subject to unified quota management, a PLMN may be configured to keep the counters also when the PDU Session of a network slice becomes a PDN connection in EPS upon mobility. In this case the counter can be incremented also when the PDN connection corresponding to a certain S-NSSAI is established in the EPS or is handed over to EPS. In case only 5GS is subject to quota management, the counters will be decremented when the PDU Session becomes a PDN connection and incremented when a PDN connection becomes a PDU session. The counters will keep the same when a PDN connection is established in the EPS.
4)	If the quota is overflown the PCF returns either the PDU Session is allowed but with an indication the quota is overflown, or, if that is the policy, that PDU Session is rejected e.g. with cause indicating "quota overflown". An optional back-off timer may also be provided. The PCF may also report the information to the charging subsystem for Network Slice Customer (NSC)level charging events collection. This information may also be logged in for OAM Performance / SLA monitoring purposes.
5)	When the PDU Session Establishment fails or an ongoing PDU Session is released for a S-NSSAI subject to counting, the SMF indicates that to the PCF which then decrements the PDU Sessions counter for the S-NSSAI. The counter of UEs per Network Slice is decremented at PCF only if this was the last PDU Session in the Network Slice for the UE.
6)	In roaming case, only the PCF of the HPLMN performs the counting (involved via VPLMN PCF in LBO case, or via SMF of HPLMN in Home Routed case).
7)	When an SMF receives an indication from the PCF that the PDU Session is allowed but the quota is overflown, then this may trigger the SMF to report this to the Charging Subsystem.
8)	Subscription information may also include the Maximum Value of the counter that defines the quota for the maximum number of connections for the S-NSSAI. This could avoid the need to configure the quotas in the PCFs. This may help to provide quotas to V-PLMNs in LBO case. If a quota level is provided over the roaming interface, then the VPLMN shall locally enforce the quota for LBO case only, but also contact the HPLMN PCF for global quota enforcement.
9) if more than one PCF is used for a S-NSSAI in a PLMN, then
a)	One PCF in the Network Slice is elected to act as masterprimary (either by configuration or other means).
b)	The other PCFs in the Network Slice contact the masterprimary PCF to increment or decrement the counters.
c)	In the LBO roaming case the masterprimary PCF in the V-PLMN for the handling of the V-PLMN S-NSSAI subject to quota management according the mapping of the V-PLMN S-NSSAI to the H-PLMN S-NSSAI is the one that interacts with the HPLMN PCF for the S-NSSAI.
NOTE:	The per VPLMN quota enforcement may be an operator specific attribute not defined by GSMA NG.116 [3]. For simplicity this is not described in detail in the procedures here below, but it is quite a straightforward extension.
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The clauses in this clause provide examples of how PCF based counting can work. It is of course possible some PDU Sessions release is triggered by Network-initiated Deregistration or other RM events, like a S-NSSAI no longer being available. However, the conceptual operation is aligned with what is shown in these example procedures here below in clauses 6.6.3.2 and 6.6.3.3. While this is not in scope of this study, the same procedure could also be used to count the number of PDU Sessions per DNN if an operator wants to do so. The procedures may also be used to count the number of UEs per S-NSSAI subject to the condition these establish at least one PDU Session.
A PLMN may be configured to count PDU Sessions/PDN Connections associated to one S-NSSAI,
The interworking related procedures impacted are not shown but they require some PCF+PCRF interactions at PDN Connection Establishment, Release and at mobility to/from EPS to implement the counting policies of the PLMN. Specifically: if counting applies across EPS and 5GS, there is no need to inform the PCF when a PDU session becomes a PDN connection and vice versa, but there is a need to do so if the PLMN policy is to count only PDU sessions in 5GS. Similarly, if a PDN Connection Established in EPS is not counted, PCF+PCRF interaction for counting is not needed at PDN Connection Establishment.
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Figure 6.6.3.2-1: PDU Session Establishment from TS 23.502 [6] with S-NSSAI subject to quota management
In step 4: the SMF can inspect the subscription data and detect the PDU Session belongs to an S-NSSAI subject to quota management/capping.
At step 7b (i.e. during SM policy association establishment only (see clause 4.16.4 of TS 23.502 [6]) which must be executed if the SMF detects the PDU Session is subject to quota management)  the PCF can increment a counter for the PDU Session if it allows the PDU Session (despite the quota is overflown) or the quota is not yet overflown. A counter of UE with active PDU Session in the Network Slice can also be incremented if this is the first PDU Session in the Network Slice.
If the quota is overflown, the PCF then can provide to the SMF actions including back-off timers, limitations of number of PDU Sessions per UE/S-NSSAI, a cause code for rejection, or just indication the quota is overflown. The PCF can log the overflow events for OAM purposes, and also provide a charging event at Network Slice Customer level.
If quota cap is reached and the PDU Session is rejected by PCF, an optional back-off timer can be applied, i.e. the SMF creates a PDU SESSION ESTABLISHMENT REJECT message including a suitable cause code and, if provided, a back-off timer value (optional) and a 5GSM cause value.
The 5GSM cause value may correspond to #69 "insufficient resources for specific slice" (for S-NSSAI only) or a new cause code may be used. Then the PDU SESSION ESTABLISHMENT REJECT message is sent to the AMF. The AMF sends an DL NAS TRNSPORT message carrying the PDU SESSION ESTABLISHMENT REJECT message.
The PCF may indicate to the SMF and the SMF to the UE that a limitation needs to be applied to the number of PDU Sessions per UE in the S-NSSAI to enforce some fairness across UEs in the Network Slice.
NOTE 1:	In LBO roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN PCF needs to interact with the HPLMN PCF as described below in clause 6.6.3.4.
NOTE 2:	if this procedure is applied at DNN level (outside the scope of this Study) or in addition to S-NSSAI level, then cause codes for rejection may correspond to 26 "insufficient resources" (for DNN only), #67 "insufficient resources for specific slice and DNN".
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Figure 6.6.3.3-1: PDU Session Release from TS 23.502 [6] with S-NSSAI subject to quota management
When a PDU Session for which a PDU Session per S-NSSAI limitation applies is released, then SMF shall trigger a policy association termination in step 12: this decrements a counter in PCF for the S-NSSAI. for PCF initiated case, the counter is decreased by the PCF and the PDU session Release is triggered at step 1b. A counter of UE with active PDU Session in the Network Slice can also be decremented if this is the last PDU Session in the Network Slice.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN PCF needs to interact with the HPLMN PCFF as described below in clause 6.6.3.4.
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Figure 6.6.3.4-1: V-PCF-H-PCF interactions
[bookmark: _Toc30640054]1.	The V-PCF detects that the S-NSSAI of HPLMN mapping to V-PLMN S-NSSAI of the PDU Session is subject to quota management/capping and so establishment/release of PDU Sessions needs to be reported to the HPLMN PCF for quota management purposes.
2.	The V-PCF reports the establishment/release of PDU Session to H-PCF. The H-PCF for the S-NSSAI is discovered as in the case of SMF discovery and selection.
3.	The H-PCF updates the counters as necessary and detects whether any action is required.
4.	If any action required, then this is communicated to the V-PCF alongside any back-off timer and/or number of PDU Sessions limitation per (UE+S-NSSAI).
5.	The V-PCF reports to the SMF any quota management related action as per step 4.
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Figure 6.6.3.4-1: PCF -MasterPrimary PCF interactions
1.	The PCF detects that the S-NSSAI of HPLMN mapping to V-PLMN S-NSSAI of the PDU Session is subject to quota management/capping and so establishment/release of PDU Sessions needs to be reported to the MasterPrimary PCF for quota management purposes.
2.	The PCF reports the establishment/release of PDU Session to MasterPrimary-PCF.
3.	The MasterPrimary-PCF updates the counters as necessary and detects whether any action is required.
4.	If any action required, then this is communicated to the PCF alongside any back-off timer and/or number of PDU Sessions limitation per (UE+S-NSSAI).
5.	The PCF reports to the SMF any quota management related action as per step 4.
[bookmark: _Toc57131439][bookmark: _Toc57616179]6.6.3.6	Quota management during 5GS to EPS handover


Figure 6.6.3.6-1: Quota management during 5GS to EPS handover
0.	The PCF is configured by e.g. OAM ,with PDU session quota management parameters of a network slice: (1) The maximum PDU session quota allowed for a network slice; (2) The indication of whether the EPS and 5GS are subject to unified PDU session quota management.
1-2a-2c.	The same step as 4.11.1.2.1 in TS 23.502 [6].
3.	When the SMF determines that the network slice needs to do PDU session quota management, it sends an SM Quota Policy Association Establishment message to the PCF, the parameters of which include the parameters of the SM Policy Association Establishment message and an indication that quota management is required. The PCF executes counting of PDU sessions as follows:
(1)	If the quota in EPS and 5GS is subject to unified management:
-	When a UE handovers from 5GS (PDU session) to EPS (PDN connection), the number of PDU sessions of the counter in the PCF remains unchanged;
-	When the PDN connection is released, then decrements the PDU Sessions counter for the S-NSSAI;
-	When there is a new PDN connection establishment request:
a)	If the number of PDU sessions in the network slice does not reach the quota, then increments the PDU Sessions counter for the S-NSSAI;
b)	If the number of sessions in the network slice has reached the quota, there are two processing methods:
-	allow the PDN connection to be established, then increments the PDU Sessions counter for the S-NSSAI, but with an indication the quota is overflown; or
-	the PDN connection is rejected with cause indicating "quota overflown".
(2)	If the quota in 5GS is managed independently:
-	When a UE handovers from 5GS (PDU session) to EPS (PDN connection), then decrements the PDU Sessions counter for the S-NSSAI.
-	When the PDN connection which is handover to EPS is released or new PDN connection is established in EPS, the number of PDU sessions in the counter remains unchanged.
4-11.	Complete the subsequent session establishment and handover process, refer to clause 4.11.1.2.1 of TS 23.502.
[bookmark: _Toc57131440][bookmark: _Toc57616180]6.6.3.7	Quota management during EPS to 5GS handover


Figure 6.6.3.7-1: Quota management during EPS to 5GS handover
0.	The PCF is configured by e.g. OAM, with PDU session quota management parameters of a network slice: (1) The maximum PDU session quota allowed for a network slice; (2) The indication of whether the quota in EPS and 5GS is subject to unified management.
1-4.	Step 1-4 the same as 4.11.1.2.2 in TS 23.502 [6].
5.	SMF+ PGW-C may initiate SMF initiated SM Policy Modification towards the PCF. When the SMF determines that the network slice needs to do quota management , it sends an SM Quota Policy Association Establishment message to the PCF, the parameters of which include the parameters of the SM Policy Association Establishment message and an indication that quota management is required. The PCF executes counting of PDU sessions as follows:
(1)	If the quota in EPS and 5GS is subject to unified management:
-	When a UE handovers from EPS (PDN connection ) to 5GS (PDU session), he number of PDU sessions of the counter in the PCF remains unchanged;
-	When a PDU session is released, then decrements the PDU Sessions counter for the S-NSSAI;
-	When there is a new PDU session establishment request:
a)	If the number of sessions in the network slice does not reach the quota, the session establishment is allowed, then increments the PDU Sessions counter for the S-NSSAI;
b)	If the number of sessions in the network slice has reached the quota, there are two processing methods:
-	allow the PDU session establishment, increments the PDU Sessions counter for the S-NSSAI, but with an indication the quota is overflown; or
-	the PDU session is rejected with cause indicating "quota overflown".
(2)	If the quota in 5GS is managed independently:
-	When a UE handovers from EPS (PDN connection) to 5GS (PDU session):
a)	If the number of sessions in the network slice does not reach the quota limitation, the handover is allowed, then increments the PDU Sessions counter for the S-NSSAI;
b)	If the number of sessions in the network slice has reached the quota limitation, then the handover request is rejected with cause indicating "quota overflown".
-	When the PDU session handed over to 5GS is released, then decrements the PDU Sessions counter for the S-NSSAI.
6-10.	The same step as 4.11.1.2.2 in TS 23.502 [6].
[bookmark: _Toc31274658][bookmark: _Toc43396999][bookmark: _Toc43483396][bookmark: _Toc43483690][bookmark: _Toc50473052][bookmark: _Toc50539372][bookmark: _Toc54637992][bookmark: _Toc54638486][bookmark: _Toc54639368][bookmark: _Toc57131441][bookmark: _Toc57616181]6.6.4	Impacts on services, entities and interfaces
UE: Handling of new cause codes.
SMF: Handling of quota management as specified above.
PCF: Handling of quota management as specified above.
3rd CHANGE
[bookmark: _Toc43397069][bookmark: _Toc43483466][bookmark: _Toc43483760][bookmark: _Toc50473125][bookmark: _Toc50539445][bookmark: _Toc54638065][bookmark: _Toc54638559][bookmark: _Toc54639441][bookmark: _Toc57131514][bookmark: _Toc57616254]6.16	Solution #16: Slice data rate enforcement and dynamic adjustment
[bookmark: _Toc43397070][bookmark: _Toc43483467][bookmark: _Toc43483761][bookmark: _Toc50473126][bookmark: _Toc50539446][bookmark: _Toc54638066][bookmark: _Toc54638560][bookmark: _Toc54639442][bookmark: _Toc57131515][bookmark: _Toc57616255]6.16.1	Introduction
This solution is for Key Issue #5, "Dynamic adjustment to meet the limitation of data rate per network slice in UL and DL".
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The main idea of the solution is that UPFs get quotas of UL/DL bitrate allowed to transfer and enforce them to meet the limitation of the slice. The masterprimary PCF of the slice (i.e. Slice PCF) collects the actual bitrate in N6 interface per S-NSSAI from the UPFs and periodically adjusts the bitrate quota allocation according to the latest service distribution within the slice.
The SMF provides S-NSSAI of the PDU Sessions to UPF in N4 session. The UPF enforces the UL/DL bitrate quota across all GBR and Non-GBR QoS Flows of the PDU Sessions with the S-NSSAI as follows:
1)	The UPF shall ensure that the traffics of GBR QoS Flows do not exceed the sum of GFBR value of the respective QoS Flows. Whenever a GBR QoS Flow is established or modified, the UPF shall check if the sum of the GFBR values (including the new/modified QoS Flow) is larger than the bitrate quota value of the S-NSSAI. If so, the UPF rejects the new/modified QoS Flow, and then SMF may try to pre-empt any existing GBR QoS Flow within the slice based on the ARP values or rejects the new/modified QoS Flow.
2)	The UPF shall ensure that the aggregated bitrate across all GBR and Non-GBR QoS Flows is not exceeding the UL/DL bitrate quota value of the S-NSSAI by shaping the traffic of non-GBR QoS Flows and/or dropping packets exceeding the GFBR from GBR QoS Flows with MFBR>GFBR. The details of the UL/DL bitrate quota enforcement are implementation-specific.
NOTE:	Existing queue management mechanisms will handle the packet dropping. The ratio of packet shaping and packet dropping is up to operator configuration.
In LBO roaming case, the UPFs in VPLMN enforce UL/DL bitrate quota according to the corresponding HPLMN S-NSSAI and related quota.
In HR roaming case, the UPFs in HPLMN enforce UL/DL bitrate quota same as non-roaming case.
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The following figure represents a high-level procedure of the solution.


Figure 6.16.3-1: A high-level procedure of the solution
[bookmark: _Toc43397073]1.	During N4 association setup or update, the UPF which terminates N6 interface indicates the S-NSSAIs it supports to SMF. The SMF checks whether slice bitrate enforcement is necessary. If so, the SMF asks the UPF to do the throughput measurement and reporting for the indicated S-NSSAI periodically.
2.	The UPF measures the N6 interface UL/DL throughputs for the indicated S-NSSA and reports the average N6 interface UL/DL bitrate per S-NSSAI and the PDU session number of the slice to the Slice PCF via the SMF.
3.	The Slice PCF allocates UL/DL bitrate quota of the slice to the involved active UPFs for the S-NSSAI if it is needed.
NOTE 1:	The 1st time allocation of the bitrate quota of the slice to the UPF can be delayed until the 1st PDU Session is established via this UPF.
4.	A PDU Session within the slice has been established/modified.
5.	During the PDU Session establishment procedure, for the N4 interaction to configure the related N4 rules, the SMF provides the S-NSSAI of the PDU Session to the UPF. The UPF checks if the sum of the GFBR values (including the new/modified QoS Flow) is larger than the bitrate quota value of the S-NSSAI. The UPF also enforces the UL/DL date rate allowed to transfer through the N6 interface within the slice by shaping the traffic of related non-GBR QoS Flows and/or dropping packets exceeding the GFBR from related GBR QoS Flows with MFBR>GFBR.
NOTE 2:	The UL data rate enforcement could be more relaxed based on operator's policy as the received UL packet has already consumed the radio resources.
6.	The Slice PCF collects the actual bitrate and PDU session number report of each involved UPF in the slice periodically (e.g. per 10 minutes).
7.	The Slice PCF makes adjustments on the bitrate quota allocation between involved active UPFs. Because of the PDU session number reported, the Slice PCF may avoid allocating excessive bitrate quota to a UPF with very large throughput but few PDU Sessions.
8.	If need, the Slice PCF updates the bitrate quota allocated to each involved UPF according to the latest service distribution within the slice.
[bookmark: _Toc50473130][bookmark: _Toc50539450][bookmark: _Toc54638070][bookmark: _Toc54638564][bookmark: _Toc54639446][bookmark: _Toc57131519][bookmark: _Toc57616259]6.16.3.2	Slice data rate enforcement at UPFs in roaming
For the HR roaming, the UPFs in HPLMN enforce UL/DL bitrate quota same as non-roaming case.
For the LBO roaming, the AMF sends the corresponding S-NSSAI of the HPLMN from the Mapping of Allowed NSSAI to the SMF during the PDU Session establishment procedure. The UPF (PSA) in VPLMN enforce UL/DL bitrate quota according to the corresponding HPLMN S-NSSAI and related Quota.
The enhancement to the procedure defined in CLAUSE 6.16.3.1 is as following:
	Step 1: During the N4 association setup/update, per the S-NSSAI reported by the UPF, the SMF check whether slice bitrate enforcement is necessary for the corresponding HPLMN S-NSSAI. If so, the SMF asks the UPF to do the throughput measurement and reporting for the indicated (HPLMN, HPLMN S-NSSAI) periodically.
	Step 2: The UPF communicate with the Slice PCF, which is located in VPLMN and associated with the related (HPLMN, HPLMN S-NSSAI).
	Step 3: When the slice PCF allocate the quota to the UPF, it also indicate the allocated quota is associated with (HPLMN, HPLMN S-NSSAI).
	Depending on the operator's deployment and SLA agreement, there two options on who manage the quota:
	Option A: Quota is provided to VPLMN. In this case the Slice PCF allocates the quota by itself directly.
	Option B: Quota is managed by the HPLMN. In this case the Slice PCF need communicate with the Slice PCF at the HPLMN and applies the quota from HPLMN.
	Step 5: During the PDU establishment, the SMF provide the (HPLMN, HPLMN S-NSSAI) associated with this PDU Session to the UPF.
	Step 7: Depending on who manage the Quota, the Quota management either be done by the Slice PCF in VPLMN directly or it need involve the Slice PCF in HPLMN.
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PCF:
-	If bitrate control is needed for the slice, the Slice PCF allocates UL/DL bitrate quota to each of the involved active UPFs for the S-NSSAI or for (HPLMN, HPLMN S-NSSAI) in LBO roaming cases.
-	The Slice PCF collects the actual UL/DL bitrate of the slice from each involved UPF and updates the bitrate quota allocation to each active UPF according to the latest service distribution within the slice.
SMF:
-	Provide S-NSSAI or (HPLMN, HPLMN S-NSSAI) in case of LBO roaming in each N4 session establishment procedure to enable the UPF to associate the traffic to a slice.
-	Relay quota allocation and actual bitrate report messages between the UPF and the Slice PCF.
-	Configure the UPF to periodically report the actual UL/DL bitrate of the slice.
UPF:
-	Enforce the bitrate quota allowed to transfer across all GBR and non-GBR QoS Flows per S-NSSAI.
-	Measure the N6 interface UL/DL throughputs of per S-NSSAI or  (HPLMN, HPLMN S-NSSAI) in case of LBO roaming..
-	Provide the actual UL/DL bitrate per S-NSSAI or per (HPLMN, HPLMN S-NSSAI) to the SMF per SMF instruction.
-	Check if the sum of the GFBR values (including the new/modified QoS Flow) is larger than the bitrate quota.
4th CHANGE
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[bookmark: OLE_LINK1]This solution addresses KI #1, 2 and 5, mainly focuses on the network slice quota control and enforcement. The network slice quota includes:
-	Global quota which is provided by OAM to Quota Control Function (QCF) and indicates the maximum number of UE or the maximum number of PDU Session supported by the network slice in the 5GS.
-	Local quota is a separate part of global quota, e.g. quotas for and is the maximum number of UE or the maximum number of PDU Session supported by the Quota Enforcement Function (QEF). It is decided by QCF based on global quota and NWDAF analytics on network slice quota and enforced by the Quota Enforcement Function (QEF).
The NWDAF is able to collect network slice information and to perform data analytics to provide network slice quota statistics or predictions.
QCF and QEF are functions which could be existing NF. E.g. QCF could be PCF, OAM, CHF, UDM or UDR. QEF could be PCF, SMF, AMF or NSSF.
[bookmark: _Toc43397087][bookmark: _Toc43483483][bookmark: _Toc43483777][bookmark: _Toc50473145][bookmark: _Toc50539465][bookmark: _Toc54638085][bookmark: _Toc54638579][bookmark: _Toc54639461][bookmark: _Toc57131534][bookmark: _Toc57616274]6.19.2	High-level Description
[bookmark: _Toc43397088][bookmark: _Toc43483484][bookmark: _Toc43483778][bookmark: _Toc50473146][bookmark: _Toc50539466][bookmark: _Toc54638086][bookmark: _Toc54638580][bookmark: _Toc54639462][bookmark: _Toc57131535][bookmark: _Toc57616275]6.19.2.1	Network Functions
The function of QCF, NWDAF and QEF are as follows:
-	QCF:
-	Obtains NWDAF analytics on network slice quota.
-	Decides network slice local quota based on the global quota and NWDAF analytics result.
-	Provides the network slice local quota to QEF.
-	NWDAF:
-	Collects network slice information from QEF, OAM.
-	Performs data analytics to provide network slice quota statistics or predictions to QCF.
-	QEF: enforce the network slice local quota and notify the event related to the local quota to QCF.
[bookmark: _Toc43397089][bookmark: _Toc43483485][bookmark: _Toc43483779][bookmark: _Toc50473147][bookmark: _Toc50539467][bookmark: _Toc54638087][bookmark: _Toc54638581][bookmark: _Toc54639463][bookmark: _Toc57131536][bookmark: _Toc57616276]6.19.2.2	Input & Output Data of NWDAF
The detailed information collected by the NWDAF related to network slice quota as defined in the Table 6.19.2.2-1.
Table 6.19.2.2-1: Data collection for "Network Slice Quota" analytics
	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Information
	Source
	Description

	S-NSSAI
	QCF
	Information to identify a network slice

	RAN UE Throughput
	OAM TS 28.554
	Average UE bitrate in the cell (Payload data volume on RLC level per elapsed time unit on the air interface, for transfers restricted by the air interface), per timeslot, per cell, per 5QI and per S-NSSAI.

	Status of local quota for number of UEs
	QEF
	The status of quota for number of UEs

	> NF ID
	
	Identification of the NF

	> Status of local quota (1..max)
	
	The status of quota for number of UEs at time stamp.

	>> Number of UEs
	
	The number of UEs observed in the network slice.

	>> Timestamp
	
	A time stamp associated to the quota usage.

	Status of local quota for number of PDU Sessions
	QEF
	The status of quota for number of PDU Sessions

	> NF ID
	
	Identification of the NF

	> Status of local quota (1..max)
	
	The status of quota for number of PDU Sessions at time stamp.

	>> Number of PDU Sessions
	
	The number of PDU Sessions observed in the network slice.

	>> Timestamp
	
	A time stamp associated to the quota usage.



The NWDAF outputs the network slice quota analytics. The output may consist of statistics, predictions or both. The detailed information provided by NWDAF is defined in Table 6.19.2.2-2 for statistics and Table 6.19.2.2-3 for predictions.
Table 6.19.2.2-2: "Network Slice Quota" statistics
	Information
	Description

	S-NSSAI
	Information to identify a network slice

	Network slice throughput
	

	> Applicable Area
	A list of TAIs or Cell IDs within the location information that the analytics applies to.

	> Applicable Time Period
	The time period within the Analytics target period that the analytics applies to.

	> Network slice throughput
	Average bitrate of the network slice

	Status of global quota of number of UEs
	The average number of UEs in the network slice over the analytics target period

	List of status of local quota of number of UEs
	List of observed number of UEs for each NF

	> NF ID
	Identification of the NF

	> Number of UEs
	The average number of UEs over the analytics target period

	List of status of local quota of number of PDU Sessions
	List of observed number of PDU Sessions for each NF

	> NF ID
	Identification of the NF

	> Number of PDU Sessions
	The average number of PDU Sessions over the analytics target period

	Status of global quota of number of PDU Sessions
	The average number of PDU Sessions in the network slice over the analytics target period



Table 6.19.2.2-3: "Network Slice Quota" predictions
	Information
	Description

	S-NSSAI
	Information to identify a network slice

	Network slice throughput
	

	> Applicable Area
	A list of TAIs or Cell IDs within the location information that the analytics applies to.

	> Applicable Time Period
	The time period within the Analytics target period that the analytics applies to.

	> Network slice throughput
	The expected value of the throughput of the network slice

	List of status of local quota of number of UEs
	List of predicted number of UEs for each NF

	> NF ID
	Identification of the NF

	> Number of UEs
	The number of UEs predicted for the NF

	Status of global quota of number of UEs
	The number of UEs predicted for the network slice

	List of status of local quota of number of PDU Sessions
	List of predicted number of PDU Sessions for each NF

	> NF ID
	Identification of the NF

	> Number of PDU Sessions
	The number of PDU Sessions predicted for the NF

	Status of global quota of number of PDU Sessions
	The number of PDU Sessions predicted for the network slice



[bookmark: _Toc43397090][bookmark: _Toc43483486][bookmark: _Toc43483780][bookmark: _Toc50473148][bookmark: _Toc50539468][bookmark: _Toc54638088][bookmark: _Toc54638582][bookmark: _Toc54639464][bookmark: _Toc57131537][bookmark: _Toc57616277]6.19.3	Procedures
[bookmark: _Toc43397091][bookmark: _Toc43483487][bookmark: _Toc43483781][bookmark: _Toc50473149][bookmark: _Toc50539469][bookmark: _Toc54638089][bookmark: _Toc54638583][bookmark: _Toc54639465][bookmark: _Toc57131538][bookmark: _Toc57616278]6.19.3.1	Network Slice Global Quota Control based on NWDAF Analytics


Figure 6.19.3.1-1: Network Slice Global Quota Control based on NWDAF Analytics
1.	The QCF sends Nnwdaf_AnalyticsSubscription_Subscribe (Analytics ID=Network Slice Quota, Target of Analytics Reporting=list of NF IDs, Analytics Filter= (S-NSSAI), Analytics target period, Notification Correlation Id and Notification Target Address, Analytics Reporting Information) to the NWDAF.
2.	The NWDAF collects the data from OAM and QEF. The event exposure service operation is used in step 2a. The procedure in step 2b is captured in clause 6.2.3.2 in TS 23.288 [5].
3.	The NWDAF derives requested analytics.
4.	The NWDAF provides the analytics to the QCF.
5.	The QCF decides the network slice local quota based on the network slice global quota and NWDAF analytics.
6.	The QCF invokes Nqcf_Quota_Notify to notify the network slice local quota to the QEF.
[bookmark: _Toc43397092][bookmark: _Toc43483488][bookmark: _Toc43483782][bookmark: _Toc50473150][bookmark: _Toc50539470][bookmark: _Toc54638090][bookmark: _Toc54638584][bookmark: _Toc54639466][bookmark: _Toc57131539][bookmark: _Toc57616279]6.19.3.2	Network Slice Local Quota Request


Figure 6.19.3.2-1: Network Slice Local Quota Request
1.	The QEF sends Nqcf_SliceQuotaAllocation_Request (S-NSSAI) to the QCF. The trigger of the step is the QEF receives request related to S-NSSAI which requests for quota control but there is no local quota of the S-NSSAI in QEF. The S-NSSAIs for quota control is configured in the QEF.
2.	The QCF decides the local quota and sends Nqcf_SliceQuotaAllocation_Response (local quota of UE number and/or local quota of PDU Session number) to the QEF.
NOTE:	The local quota included in the Nqcf_SliceQuotaAllocation Response is an initial local quota decided by the QCF based on operator policy. The QCF adjusts the local quota later based on NWDAF analytics.
[bookmark: _Toc43397093][bookmark: _Toc43483489][bookmark: _Toc43483783][bookmark: _Toc50473151][bookmark: _Toc50539471][bookmark: _Toc54638091][bookmark: _Toc54638585][bookmark: _Toc54639467][bookmark: _Toc57131540][bookmark: _Toc57616280]6.19.3.3	Network Slice Local Quota Enforcement
[bookmark: _Toc43397094][bookmark: _Toc43483490][bookmark: _Toc43483784][bookmark: _Toc50473152][bookmark: _Toc50539472][bookmark: _Toc54638092][bookmark: _Toc54638586][bookmark: _Toc54639468][bookmark: _Toc57131541][bookmark: _Toc57616281]6.19.3.3.1	General Network Slice Local Quota Enforcement procedure


Figure 6.19.3.3-1: Local quota enforcement
1.	The QEF detects the triggers to update the UE number or PDU Session number of the S-NSSAI. The detail of the step is described in clause 6.19.3.3.2 and clause 6.19.3.3.3.
2.	The QEF enforces the network slice local quota, i.e. decides whether the update of the UE number or PDU Session number leads to exceeding of the local quota. In LBO roaming case, the QEF in VPLMN enforces the quota for roaming UE, the QCF in VPLMN decides the local quota for roaming UE based on the SLA and provides it to QEF. In Home Routed roaming case, the QEF and QCF can exist in VPLMN or HPLMN.
3.	[Conditional] If the local quota is exceeded, the QEF notifies the event to the QCF.
4.	[Conditional] If the local quota to be exceeded event is received, the QCF decides to updates the local quota (e.g. increase the local quota) based on NWDAF analytics.
5.	[Conditional] The QCF sends the Nqcf_Quota_Notify to QEF to notify the new local quota.
[bookmark: _Toc43397095][bookmark: _Toc43483491][bookmark: _Toc43483785][bookmark: _Toc50473153][bookmark: _Toc50539473][bookmark: _Toc54638093][bookmark: _Toc54638587][bookmark: _Toc54639469][bookmark: _Toc57131542][bookmark: _Toc57616282]6.19.3.3.2	UE Number Local Quota Enforcement
To enforce UE number local quota, the QEF is supported by AMF, the QCF is supported by masterprimary AMF or NSSF or OAM. If the QCF is supported by the masterprimary AMF, the information of the masterprimary AMF is preconfigured in the AMF.
When AMF decides to update the Allowed NSSAI of the UE which leads to increase/ decrease the UE number of the S-NSSAI by one, the AMF triggers the procedure in clause 6.19.3.3.1.
The detailed triggers for local quota check and the action of AMF (e.g. increase/ decrease the UE number of the S-NSSAI by one) is shown in Table 6.19.3.3.2-1. In roaming case, the AMF in VPLMN enforce the local quota for roaming UE which is provided by OAM in VPLMN based on SLA.
Table 6.19.3.3.2-1: Triggers for UE Number Local Quota check and AMF action
	[bookmark: OLE_LINK11][bookmark: OLE_LINK12]Triggers for local
	
	AMF action

	quota check
	UE number update
	Quota enforcement

	The Registration Request is received and the AMF decides to add the S-NSSAI into the Allowed NSSAI.
	Increase UE number of the S-NSSAI by one.

	Checks whether local quota of the S-NSSAI is exceeded after UE number update. If yes, the AMF performs the steps 3-5 in clause 6.19.3.2. If the local quota returned in step 5 is increased, then the AMF adds the S-NSSAI in the Allowed NSSAI. Otherwise, the AMF sends the rejected S-NSSAI and a back off time to UE via UCU procedure.

	The Deregistration Request is received or network triggered deregistration is detected
	Decreases the UE number of S-NSSAI by one.
	Not needed

	AMF decides to update the Allowed NSSAI e.g. due to subscription change, to add or remove the S-NSSAI from the Allowed NSSAI. The new Allowed NSSAI does not affect existing connectivity to network slice
	[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Decreases the UE number by one if the S-NSSAI is to be removed, increases the UE number by one if the S-NSSAI is to be added.

	Checks whether local quota of the S-NSSAI is exceeded after UE number is increased by one. If yes, the AMF performs the steps 3-5 in clause 6.19.3.1. If the local quota returned in step 5 is increased, then the AMF adds the S-NSSAI in the Allowed NSSAI. Otherwise, the AMF does not add the S-NSSAI in the Allowed NSSAI.

	AMF triggers NSSAA for pending S-NSSAI
	Increases the UE number by one if the NSSAA result indicates success, the UE number is not changed if the result indicates failure.
	Checks whether local quota of the S-NSSAI is exceeded after UE number update. If yes, the AMF performs the steps 3-5 in clause 6.19.3.1. If the local quota returned in step 5 is increased, then the AMF adds the S-NSSAI in the Allowed NSSAI. Otherwise, the AMF sends the rejected S-NSSAI and a back off time to UE via UCU procedure.

	AAA-S triggered Network Slice-Specific Re-authentication and Re-authorization for S-NSSAI
	Decreases the local quota by one if the re-authentication/re-authorization result indicates failure, the local quota is not changed if the result indicates success.
	Not needed

	AAA-S revokes the authorization of the S-NSSAI
	Decreases the local quota by one.
	Not needed

	AMF relocation
	Source AMF: decreases the local quota of S-NSSAI by one.
Target AMF: increases the local quota of S-NSSAI by one.
	For source AMF: not needed.
For target AMF: Checks whether local quota of the S-NSSAI is exceeded after UE number update. If yes, the AMF performs the steps 3-5 in clause 6.19.3.1. If the local quota returned in step 5 is increased, then the AMF adds the S-NSSAI in the Allowed NSSAI. Otherwise, the AMF sends the rejected S-NSSAI and a back off time to UE via UCU procedure.



[bookmark: _Toc43397096][bookmark: _Toc43483492][bookmark: _Toc43483786][bookmark: _Toc50473154][bookmark: _Toc50539474][bookmark: _Toc54638094][bookmark: _Toc54638588][bookmark: _Toc54639470][bookmark: _Toc57131543][bookmark: _Toc57616283]6.19.3.3.3	PDU Session number local quota enforcement
To enforce PDU Session number local quota, the QEF is supported by SMF/PCF, the QCF is supported by masterprimary SMF/masterprimary PCF or OAM.
If the QEF is supported by SMF in order to enforce PDU Session number local quota, the enhancement to the existing procedures are as follows:
-	UE Requested PDU Session Establishment procedure in Non-Roaming and Roaming with Local Breakout in clause 4.3.2.2.1 in TS 23.502 [6]: after step 4, the SMF increases the PDU Session number of the S-NSSAI by one and checks whether the increase leads to exceeding of the local quota of PDU Session. If yes, the SMF performs the steps 3-5 in clause 6.19.3.3.1. If the local quota returned in step 5 is increased, then the SMF continues the PDU Session establishment procedure. Otherwise, the SMF rejects the procedure with a back-off time.
-	UE Requested PDU Session Establishment procedure in Home-routed Roaming in clause 4.3.2.2.2 in TS 23.502 [6]:
-	if local quota control for roaming UE is enforced in VPLMN, after step 3a, the V-SMF increases the PDU Session number of the S-NSSAI by one and checks whether the increase leads to exceeding of the local quota of PDU Session. If yes, the V-SMF performs the steps 3-5 in clause 6.19.3.3.1. If the local quota returned in step 5 is increased, then the V-SMF continues the PDU Session establishment procedure. Otherwise, the V-SMF rejects the procedure with a back-off time. In this case, the QCF is in VPLMN.
-	if local quota control for roaming UE is enforced in HPLMN, after step 6, the H-SMF increases the PDU Session number of the S-NSSAI by one and checks whether the increase leads to exceeding of the local quota of PDU Session. If yes, the H-SMF performs the steps 3-5 in clause 6.19.3.3.1. If the local quota returned in step 5 is increased, then the H-SMF continues the PDU Session establishment procedure. Otherwise, the H-SMF rejects the procedure with a back-off time. In this case, the QCF is in HPLMN
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]-	UE or network requested PDU Session Release for Non-Roaming and Roaming with Local Breakout in clause 4.3.4.2 in TS 23.502 [6]: the SMF decreases the PDU Session number of the S-NSSAI by one after step 1.
-	UE Requested PDU Session Establishment with Network Modification to MA PDU Session in clause 4.22.3 in TS 23.502 [6]: if SMF decides to modify the PDU Session to MA PDU Session by adding the 3GPP access, the SMF increases the PDU Session number of the S-NSSAI by one and checks whether the increase leads to exceeding of the local quota of PDU Session. If yes, the SMF shall not modify the PDU Session to MA PDU Session.
If the QEF is supported by PCF  in order to enforce PDU Session number local quota, the enhancement to the existing procedures are as follows:
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]-	SM Policy Association Establishment in clause 4.16.4 in TS 23.502 [6]: after step 2, the PCF increases the PDU Session number of the S-NSSAI by one and checks whether the increase leads to exceeding of the local quota of PDU Session. If yes, the PCF performs the steps 3-5 in clause 6.19.3.3.1. If the local quota returned in step 5 is increased, then the PCF continues the SM Policy Association Establishment procedure. Otherwise, the PCF rejects the procedure with a back-off time. In LBO roaming case, the PCF is V-PCF. In home routed roaming case, the PCF is H-PCF.
-	SM Policy Termination in clause 4.16.6 in TS 23.502 [6]: after step 2, the PCF decreases the PDU Session number of the S-NSSAI by one. In LBO roaming case, the PCF is V-PCF. In home routed roaming case, the PCF is H-PCF.
[bookmark: _Toc50473155][bookmark: _Toc50539475][bookmark: _Toc54638095][bookmark: _Toc54638589][bookmark: _Toc54639471][bookmark: _Toc57131544][bookmark: _Toc57616284]6.19.3.4	Network Slice Quota Event notification


Figure 6.19.3.4-1: Network Slice Quota Event notification via NWDAF
1.	The AF requests to receive analytics information via NEF by invoking the Nnef_AnalyticsExposure_Subscribe service operation to request analytics information on network slice quota, e.g. the number of UEs or PDU Sessions in the network slice reaches a threshold.
2.	Based on the request from the AF, the NEF requests analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe service operation.
3.	The NWDAF responds with the analytics information to the NEF.
4.	The NEF responds with the analytics information to the AF.
[bookmark: _Toc43397097][bookmark: _Toc43483493][bookmark: _Toc43483787][bookmark: _Toc50473156][bookmark: _Toc50539476][bookmark: _Toc54638096][bookmark: _Toc54638590][bookmark: _Toc54639472][bookmark: _Toc57131545][bookmark: _Toc57616285]6.19.4	Impacts on services, entities and interfaces
Impacts on existing nodes and functionality:
-	QCF could be an existing NF (e.g. OAM, PCF or UDM) which is impacted to support:
-	Obtains NWDAF analytics on network slice quota.
-	Decides network slice local quota based on the global quota and NWDAF analytics result.
-	Provides the network slice local quota to QEF.
-	NWDAF:
-	Collects network slice information from QEF, OAM.
-	Performs data analytics to provide network slice quota statistics or predictions to QCF.
-	QEF could be an existing NF (e.g. PCF, AMF or SMF) which is impacted to support:
-	Enforces the network slice local quota, and
-	Notifies the event related to the local quota to QCF.
5th CHANGE
[bookmark: _Toc54638273][bookmark: _Toc54638767][bookmark: _Toc54639649][bookmark: _Toc57131723][bookmark: _Toc57616463][bookmark: _Toc30640094][bookmark: _Toc31274698][bookmark: _Toc43397179][bookmark: _Toc43483580][bookmark: _Toc43483874]6.46	Solution #46: Support RAN-Based UE redirection with enhanced RRC-level information
[bookmark: _Toc54638274][bookmark: _Toc54638768][bookmark: _Toc54639650][bookmark: _Toc57131724][bookmark: _Toc57616464]6.46.1	Introduction
This solution addresses KI#7.
The principles of the solution is to follow the current procedures as much as possible and if the network cannot accept the Requested NSSAI due to it is not allowed within current TAI, the 5GC provides a the Configured NSSAI, the Rejected S-NSSAIs in addition to the Allowed NSSAI to NG-RAN for NG-RAN to select a suitable Radio Spectrum for the UE. The AMF, also when the Requested NSSAI is fully allowed, provides to the RAN also the Configured NSSAI as part of the UE context so the NG-RAN, can indicate to the UE, if there are any band-specific slices that are supported in the frequencies provided to the UE, and which of the Configured NSSAI S-NSSAI(s) work in each of the bands in the CellReselectionPriorities list indicated to the UE. The network also should attempt to steer the UE only to bands where there are slices that the UE can potentially use, with priority to the bands in the Allowed NSSAI taking also into account the rejected S-NSSAIs if received from the AMF. The AMF decides whether to send the rejected S-NSSAIs to the UE based on policy, e.g. when it has to allocated a default S-NSSAI because the requested NSSAI was not supported in the TA where the UE is.
When the RAN receives a list of rejected S-NSSAIs for the UE, it should attempt to provide to the UE a CellReselectionPriorities in RRC Connection Release with bands that should include these S-NSSAIs, if such bands are available in neighbour cells of the cell where the UE currently is. These should be prioritised so the UE can attempt to use these. The NG-RAN also indicates for each frequency in the CellReselectionPriorities list which S-NSSAI(s) of the Configured NSSAI are supported in this frequency if the frequency supports band specific slices.
The NG-RAN should also always attempt to provide the UE with camping policies that allow the UE to camp on cells that can potentially serve the greatest possible number of S-NSSAIs of the Configured NSSAI S-NSSAIs, if possible, and also avoid that the UE is provided priorities in bands that support none of the S-NSSAIs the UE can potentially register with (i.e. the RAN shall not provide the UE with a frequency priority placing it where none of the slices in the configured NSSAI can work).
If the AMF cannot support certain S-NSSAI of the Configured NSSAI, it also indicates this information to the NG-RAN (as part of the UE context or in any N2 message causing the NG-RAN to release the UE RRC connection if no UE context is yet present in the RAN) so the NG-RAN informs the UE when releasing the RRC connection whether some S-NSSAI in the Configured NSSAI it sends to the UE in the CellReselectionPriorities in the RRC connection Release message require the UE to not send the GUAMI and S-TMSI so the UE is assigned to a more optimal AMF right away, or, if the NSSAI cannot be included, to a default AMF.
[bookmark: _Toc54638275][bookmark: _Toc54638769][bookmark: _Toc54639651][bookmark: _Toc57131725][bookmark: _Toc57616465]6.46.2	High-level Description
The following sequence of events are envisioned:
1.	Band-specific Network Slices are created supporting specific radio spectrum, and other Network Slices, e.g. eMBB, are created supporting all the radio spectrum available for the operator;
2.	The UE has a subscription for both the band-specific Network Slices and an eMBB Network Slice;
3.	The subscription for the UE includes at least a band-specific Network Slice and eMBB S-NSSAI and the eMBB S-NSSAI is marked as default;
4.	The UE has been registered in the network and been configured with a Configured NSSAI and provided an Allowed NSSAI including the eMBB but not the any band-specific Network Slice;
5.	The UE/user decides to use the band-specific Network Slice and therefore issues a Requested NSSAI at least a band-specific Network Slice;
6.	If at least one S-NSSAI in the Requested NSSAI is not allowed in the current TAI, and The AMF may provide to the RAN the rejected S-NSSAIs in addition to the Allowed NSSAI and the Configured NSSAI to the NG-RAN to allow NG-RAN to steer the UE according to the received information.
The NG-RAN, provides the UE with the list of S-NSSAIs among the S-NSSAIs of the configured NSSAI which can be used in each band of the CellReselectionPriorities list which supports band-specific Network Slices (i.e. a band that supports all the S-NSSAIs of the configured NSSAI needs not be associated with a list of S-NSSAIs).
[bookmark: _Toc54638276][bookmark: _Toc54638770][bookmark: _Toc54639652][bookmark: _Toc57131726][bookmark: _Toc57616466]6.46.3	Procedures
Existing procedures are used with the changes shown (in bold) in the following Figure 1 showing the information flow for when a UE registers from a TA that is defined to not be supported by any of the S-NSSAIs in the Requested NSSAI.


Figure 6.46.3-1: UE requests to be registered to band-specific S-NSSAI while not using the radio spectrum defined for the band-specific Network Slice
The steps of Figure 6.46.3-1 are as follows:
1.	The UE decides to use Band-specific S-NSSAI and sends a Registration Request (Requested NSSAI=Band-specific S-NSSAI). NG-RAN selects AMF as per current procedures i.e. this can be done from CM-IDLE or CM-CONNECTED; if the UE was already CM-CONNECTED, the RAN already is assumed to have in the UE context the Allowed NSSAI, the Configured NSSAI and also the Direct AMF selection information.
2.	The AMF and, if necessary, NSSF performs Network Slice selection. As the Band-specific S-NSSAI is not defined for the current TAI, the AMF and, if applicable, the NSSF selects the eMBB S-NSSAI as Allowed NSSAI due to it is defined as the default Subscribed S-NSSAI.;
3.	The AMF sends an N2 message to the NG-RAN with , if the UE was CM-IDLE, Allowed NSSAI, Configured NSSAI, rejected S-NSSAI and any Direct AMF selection information, and the NAS message that includes the eMBB S-NSSAI as Allowed NSSAI and the Band-specific S-NSSAI as a rejected S-NSSAI for the RA; if the UE was CM-CONNECTED, the AMF just updates the NG-RAN UE context with rejected S-NSSAIs.
4.	The NG-RAN forwards the NAS message to the UE;
5.	The NG-RAN determines the Radio Spectrum based on the information received from the AMF;
6.	The NG-RAN issues an RRC Release and includes cell reselection priorities and the associated information of any band that only supports some Network Slices in the Configured NSSAI (whether in the form of a block list or an allowed listbacklist of whitelist form is up to stage 3), and also any indication that certain S-NSSAIs are not supported by the current AMF so the UE can register without including the GUAMI and S-TMSI and include the NSSAI if required. ; Alternatively, if the UE has ongoing PDU sessions which can work in the target band (because the target band supports the eMBB network slice, in this case) that work in the current TA, the RAN can handover the UE to a suitable band directly outside the RA based on policy, and if so the step 7 is skipped. If the UE was handed over to a new TA as it was in CM-CONNECTED state, the NG-RAN removes the rejected S-NSSAIs form the UE context or, if it is handing over the UE to another NG-RAN node, it does not pass to the target NG-RAN the rejected S-NSSAIs. The NG-RAN adds the RRC connection reconfiguration to the list of S-NSSAIs available in the new TA.
NOTE 1:	Steps 4 and 6 can possibly be done at the same time, i.e. it is up to NG-RAN. When moving the UE the NG-RAN takes into account UE radio capabilities, as per current specifications.
7.	The UE performs cell reselection if it was caused to become idle by the NG-RAN.
8.	The UE realizes that the TAI of the selected cell is outside of the RA and issues a Registration Request and includes the Band-specific S-NSSAI in the Requested NSSAI as the UE still wants to register to that Network Slice and the Band-specific S-NSSAI was previously only rejected for the RA (i.e. as per existing logic);
9.	Network Slice selection may be performed as per current procedures if required.
10.	The AMF sends a Registration Accept as per current procedures and includes the Band-specific S-NSSAI in the Allowed NSSAI.
	If the eMBB slice is not supported for the radio spectrum dedicated to the band-specific Network Slice the PDU Sessions for eMBB are released as per existing procedures e.g. using PDU Session status.
NOTE 2:	If the eMBB slice is not available on the radio spectrum dedicated to the band-specific Network Slice, as these Network Slices are to be isolated, when an application in the UE requires connectivity for eMBB, the whole procedure is repeated with the UE adding the eMBB slice in a Requested NSSAI.
NOTE 3:	In the event the UE requests multiple S-NSSAI (sets) that require separate frequency bands not possible to support at the same time, the solution may result in more registration attempts.
[bookmark: _Toc54638277][bookmark: _Toc54638771][bookmark: _Toc54639653][bookmark: _Toc57131727][bookmark: _Toc57616467]6.46.4	Impacts on services, entities and interfaces
The impacts to the 5GS entities are the following:
UE:
-	No impacts foreseen for legacy UEs as the UE ignores the additional info in RRC connection release making it aware of whether certain bands only support certain s-NSSAIs, and also the "direct AMF selection information". If the UE is supporting Ue, then it uses the information the RAN provides to understand which bands support band specific slices in the priority list the RAN provides, it also can understand whether to request NSSAI without inclusion of GUAMI/GUTI when the AMF has indicated to the RAN it does not support certain S-NSSAIs in the configured NSSAI and the RAN provides this information to the UE when it is released.
NG-RAN:
-	Support taking into account the Configured NSSAI and rejected S-NSSAIs when providing CellReselectionPriority list to the UE, storing Configured NSSAI and any direct AMF selection information, provision of additional information in RRC connection release or RRC connection reconfiguration as indicated above.
AMF:
-	providing configured NSSAI, rejected NSSAI and any Direct AMF selection info to the NG-RAN as indicated above.
6th CHANGE
[bookmark: _Toc16839388][bookmark: _Toc21087547][bookmark: _Toc23326080][bookmark: _Toc23517601][bookmark: _Toc23519160][bookmark: _Toc25971152][bookmark: _Toc25971396][bookmark: _Toc26360320][bookmark: _Toc26360389][bookmark: _Toc30640099][bookmark: _Toc31274703][bookmark: _Toc43397184][bookmark: _Toc43483585][bookmark: _Toc43483879][bookmark: _Toc50473329][bookmark: _Toc50539650][bookmark: _Toc54638283][bookmark: _Toc54638777][bookmark: _Toc54639659][bookmark: _Toc57131728][bookmark: _Toc57616468]7	Evaluation
Editor's note:	This clause will provide a general evaluation of the solutions.
[bookmark: _Toc50473330][bookmark: _Toc50539651][bookmark: _Toc54638284][bookmark: _Toc54638778][bookmark: _Toc54639660][bookmark: _Toc57131729][bookmark: _Toc57616469]7.1	Evaluation on solutions of KI#1
From all 10 solutions proposed for KI#1 (Solution #1, #2, #3, #4, #8, #9, #15, #18, #19, #38), some may have a complete solution and some not. But overall, we can summarize that there are three main functionalities for supporting quota management on the maximum number of UEs as described below.
-	NW Slice quota information storage functionality: This functionality is responsible for storing a NW Slice quota information, which includes one or more of the following information:
-	The maximum number of UEs for the S-NSSAI.
-	NW Slice quota management functionality: This functionality is responsible for managing and updating NW Slice quotas of the maximum number of UEs in a S-NSSAI, which includes one or more of the following functionalities:
-	Monitoring for counting, collecting and updating the number of UEs that have been registered for a S-NSSAI that is subject to the network slice quota management.
-	NW Slice quota enforcement functionality: This functionality is responsible for enforcing a network slice SLA, which includes one or more of the following functionalities:
-	Accept or reject the UE registration request in a S-NSSAI by taking the network slice quota and the current monitored number of the registered UEs into account.
-	In case of rejection, the function may provide a rejection cause and a back-off timer.
Centralized Quota check vs Distributed Quota Check: In a centralized quota check, the NW Slice quota enforcement functionality checks every new UE registration against the quota at one centralized quota enforcement point. In a distributed quota check, the quota that is a subset of S-NSSAI quota is distributed to one or more NW Slice quota enforcement functionalities and where every new UE registration is checked against the quota of one or more distributed quota enforcement points. For each distributed quota enforcement points, when the distributed quota are consumed then the NW Slice quota enforcement functionality checks against the quota of NW Slice quota management functionality for additional instructions. Depending on the business needs, it is expected that both centralized quota check and distributed quota check may coexist in the network.
Table 7.1-1 illustrates 5GS system impacts for all solutions proposed for the KI#1. Moreover, it also compares where to place the afore-mentioned network slice quota functionalities in the 5G system.
Table 7.1-1: Key impacts of the solutions
	
	UE 
	RAN 
	5GC CN Impact
	Notes

	
	Impact
	Impact
	Existing NF (Note 8)
	New NF or new service operation in existing NF
	

	
	
	
	NW Slice Quota Storage
	NW Slice Quota management
	NW Slice Quota Enforce
	NW Slice Quota Storage
	NW Slice Quota Management
	NW Slice Quota Enforce
	

	Sol#1
	Yes
	No
	UDR,
PCF
	PCF
	PCF
AMF(back-off timer handling)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#2
	Yes
	No
	-
	-
	AMF
	NSQ
	NSQ
	(Note 1) (Note 5)
 (Note 7)

	Sol#3
	Yes
	No
	NSSF
	NSSF
	NSSF,
AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#4
	Yes
	No
	NWDAF
	AMF, PCF (roaming case)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#8
	Yes
	No
	O&M,
AMF
	O&M,
AMF
	OAM
AMF
	-
	-
	-
	(Note 1) (Note 2) (Note 5)

	Sol#9
	Yes
	No
	UDM,
NWDAF
	NWDAF, CHF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#15
	Yes
	No
	-
	-
	AMF
	-
	-
	-
	(Note 3)

	Sol#18
	No
	No
	SQM(NSSF for global)
AMF for local-
	AMF
NSSF
	AMF
	-
	-
	(Note 4) (Note 5)
(Note 7)

	Sol#19
	No
	No
	NWDAF
	-
	QCF
	QCF
QEF
	(Note 4) (Note 6)
(Note 7)

	Sol#38
	No
	No
	CHF
	CHF
	AMF,
CHF
	-
	-
	-
	 (Note 5)
(Note 9)

	NOTE 1:	Solution requires a UE to support a (new/existing) rejection cause and a (new/existing) back-off timer due to the network slice quota has been reached.
NOTE 2:	Solution has an impact on O&M to support either a network slice quota monitoring and/or a network slice quota distribution (if any). Multi-vendor case is unclear on how it works.
NOTE 3:	Solution only addresses the aspect of back-off timer to be sent to the UE for network slice quota enforcement.
NOTE 4:	Solution does not describe whether the UE should be aware of a rejection cause due to a network slice quota has been reached.
NOTE 5:	Solution requires a change in both the H-PLMN and the V-PLMN to support a network slice quota monitoring and a network slice quota enforcement.
NOTE 6:	No descriptions of roaming aspect
NOTE 7:	Although the solution proposes a new NF, this new NF could also be deployed together with an existing NF. In such case, no new NF is needed.
NOTE 8:	Even when the existing NF is reused, the new NF service may need to be introduced.
[bookmark: _Hlk54020514]NOTE 9:	Solution requires a AMF to support a (new/existing) rejection cause due to the network slice quota has been reached.



From Table 7.1-1 above, one can derive a commonality among those solutions as following:
-	No solutions require changes in RAN.
-	All solutions propose to store an information related to the network slice quota information in the CN and the UE is not aware of it.
-	All solutions propose to monitor the number of UEs accessing a network slice in the CN and to enforce the quota in the CN. Difference among those solutions are a) where to store the network slice quota information, b) where to place the network slice quota management and the network slice quota enforcement. There are two main approaches, one is to put them into an existing 5GC network function or introducing a new network function/new service operation to be deployed in the existing 5GC network function.
-	Almost all solutions imply some form of interaction by the AMF with another function which performs the counting.
Furthermore, there are some other aspects that we could also draw some remarks, for example,
-	Rejection cause + Back-off timer: When a network slice quota in terms of number of UEs is overflown, a CN NF sends a rejection to the UE requesting for a S-NSSAI. To suppress further signalling load for a subsequent request for the same S-NSSAI, the CN NF may provide a back-off timer to the UE. The CN NF responsible for sending a rejection for the requested S-NSSAI and optionally the back-off timer for the rejected S-NSSAI is the AMF. It is up to the Stage-3 to determine whether a new rejection cause and a back-off timer or an existing rejection cause and a back-off timer should be used.
To be able to decide which NF in 5GC should have the network slice quota management functionality and the network slice quota enforcement functionality, evaluation of all candidate solutions (except Sol#15 as Sol#15 only focuses on back-off timer and rejection cause aspect) can be further evaluated by taking some criteria into account as described in Table 7.1-2.
Table 7.1-2: Further solutions evaluation
	
	Amount of signalling
	Scalability and complexity
	Notes

	Sol#1
	There are some additional signalling, because the primary PCF and the slavesecondary PCFs would have to coordinate with each other for quota distribution.
For roaming, if quota control at the H-PLMN, the V-AMF needs to communicate with H-PCF, and hence, additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#2
	There are additional signalling, as the centralized new NF checks the quota per each UE registration/de-registration request. 
	No descriptions on how distributed quota check is supported.
	(NOTE 10)

	Sol#3
	The NSSF needs to check the quota for each requested S-NSSAI before determining the Allowed NSSAI. Existing signalling between AMF and NSSF is reused for quota management at the NSSF. No additional signalling is added here, if the NSSF is deployed in the network.
	No descriptions on how distributed quota check is supported.
	(NOTE 10)

	Sol#4
	There are some additional signalling, because the NWDAF needs to collect the number of UEs from the AMF, as well as the NWDAF has to send an indication to the subscribed AMF about the event that the network slice quota is consumed, so that the AMF can reject the requested S-NSSAI accordingly. However, the additional signalling is not on a per UE Registration/Deregistration Request, but the NWDAF may set a threshold of the number of UEs for the AMF to report. Also, the AMF does not need to ask the NWDAF every time, when the AMF receives a UE Registration request with the Requested NSSAI. The AMF can subscribe to the NWDAF for the event notification when the quota is consumed. 
	No descriptions on how distributed quota check is supported. But the NWDAF and the AMF can be configured to support distributed quota check as well, e.g., the NWDAF may act as a central network entity managing the global quota, and it may provide to the AMF a threshold information for a number of UEs indicating that the AMF should notify the NWDAF if current number of UEs being served by the network slice has reached the threshold. In such case, the NWDAF may recalculate whether the threshold for the other AMF serving the same network slice should be updated or reduced, so that the AMF that notifies the NWDAF earlier could be set with a higher threshold. In this way, this AMF is kind of given with a higher local quota.
Alternatively, there may be distributed NWDAF instances in the network and one of this may act as a primary NWDAF and other NWDAFs as a secondary NWDAF. The primary NWDAF and the secondary NWDAFs need to coordinate for splitting and distributing the global quota in multiple local quotas. 
	(NOTE 10)
(NOTE 11)

	Sol#8
	There are some additional signalling exchanged between O&M and AMF. But within the 5GC NFs, there are no additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check, i.e., O&M has to configure quota for each AMF set.
	(NOTE 10)


	Sol#9
	Same as Sol#4
	Same as Sol#4 
	(NOTE 10)
(NOTE 11)

	Sol#18
	There are some additional signalling, because the SQM (may be co-located with NSSF) and the AMF has to coordinate with each other on requesting for quota or for updating the quota. 
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#19
	There are some additional signalling, as the QCF (may be co-located with existing NF) would need to collect data of current number of UEs/PDU Sessions from the NWDAF and the coordination between the QCF and QEF.  
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#38
	Whenever the AMF receives a Registration Request or a De-registration Request, the CHF needs to be involved to keep tracking the usage of the network slice quota. Existing signalling between AMF and CHF is enhanced for quota management at the CHF. No additional signalling is added here.
	No descriptions on how distributed quota check is supported.
	(NOTE 10)
(NOTE 11)

	NOTE 10:	The NF entity or NF entities responsible for network slice quota management functionality and for network slice quota management enforcement is/are mandatory to be deployed to support the feature of network slice quota management.
NOTE 11:	Although the solution does not describe how to support the distributed quota check, but the solution could be possibly enhanced to support the distributed quota check.



[bookmark: _Toc50473331][bookmark: _Toc50539652][bookmark: _Toc54638285][bookmark: _Toc54638779][bookmark: _Toc54639661][bookmark: _Toc57131730][bookmark: _Toc57616470]7.2	Evaluation on solutions of KI#2
[bookmark: _Toc50022787][bookmark: _Toc50022067][bookmark: _Toc50023436][bookmark: _Toc50024021][bookmark: _Toc50310090][bookmark: _Toc50021498][bookmark: _Toc50579822][bookmark: _Toc50725127][bookmark: OLE_LINK24]From all 13 solutions proposed for KI#2 (Solution #5, #6, #7, #8, #9, #10, #11, #18, #19, #32, #35, #36, #38), some may have a complete solution and some not. It is noted that Sol#35 describes a solution for KI#2 on a different aspect, i.e. considering a service type associated with the PDU Session to be established and use it for differentiation of service(s) and even for prioritization of granting a PDU Session when the status of slice is close to the quota limitation. Since Sol#35 could be put on top of any other solutions, Sol#35 is then not listed for comparison below.
[bookmark: OLE_LINK25]Looking at all these solutions for KI#2, we can summarize that there are three main functionalities for supporting quota management on the maximum number of PDU Sessions as described below.
-	NW Slice quota information storage functionality: This functionality is responsible for storing a NW Slice quota information, which includes one or more of the following information:
-	The maximum number of PDU Sessions for the S-NSSAI.
-	NW Slice quota management functionality: This functionality is responsible for managing and updating NW Slice quotas of the maximum number of PDU Sessions in a S-NSSAI, which includes one or more of the following functionalities:
-	Monitoring for counting, collecting and updating the number of PDU Sessions that have been established in a S-NSSAI that is subject to the network slice quota management.
-	NW Slice quota enforcement functionality: This functionality is responsible for enforcing a network slice SLA, which consists one or more of the following functionalities:
[bookmark: OLE_LINK29]-	Accept or reject the PDU Session Establishment Request for the S-NSSAI by taking into account the network slice quota and the current monitored number of established PDU sessions.
-	In case of rejection, the function may provide a rejection cause and a back-off timer.
Centralized Quota check vs Distributed Quota Check: In a centralized quota check, the NW Slice quota enforcement functionality checks every new PDU Session request against the global S-NSSAI quota at one centralized quota enforcement point. In a distributed quota check, the local quota that is a subset of global S-NSSAI quota is distributed to one or more NW Slice quota enforcement functionalities and where every new PDU Session request is checked against local quota of one or more distributed quota enforcement points. Only when the Local quota is reached then the NW Slice quota enforcement functionality checks against the global quota for additional instructions. Depending on the business needs, it is expected that both centralized quota check and distributed quota check may coexist in the network.
Table 7.2-1 below shows an overview of key impacts of all solutions and in particular where the above functions are placed in the 5G system.
Table 7.2-1: Key impacts of the solutions
	
	UE 
	RAN 
	5GC CN Impact
	Notes

	
	Impact
	Impact
	Existing NF (Note 8)
	New NF or new service operation in existing NF
	

	
	
	
	Information Storage
	Quota Management
	Quota Enforce
	Information Storage
	Quota Management
	Quota Enforce
	

	Sol#5
	Yes
	No
	NWDAF
	SMF, PCF (roaming case)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#6
	Yes
	No
	UDR,
PCF
	PCF
	PCF, SMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#7
	Yes
	No
	UDR, PCF
	PCF
	PCF, SMF(back-off timer handling)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#8
	Yes
	No
	O&M, AMF
	O&M, AMF
	O&M
AMF
	-
	-
	-
	(Note 1) (Note 2) (Note 5)

	Sol#9
	Yes
	No
	UDM,
NWDAF
	NWDAF, CHF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#10
	Yes
	No
	-
	-
	SMF
	NSQ
	-
	(Note 1) (Note 5)
(Note 7)

	Sol#11
	Yes
	No
	NRF
	NRF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	[bookmark: _Hlk54087920]Sol#18
	No
	No
	[bookmark: OLE_LINK26]SQM(NSSF), AMF
	SQM(NSSF), AMF
	AMF
	
	-
	(Note 4) (Note 5)
(Note 7)

	Sol#19
	No
	No
	NWDAF
	-
	QCF
	QCF
QEF
	(Note 4) (Note 6)
(Note 7)

	Sol#32
	No 
	No
	SMF
	NF
	NF
	(Note 4)
(Note 6)

	Sol#38
	No
	
	CHF
	CHF
	SMF, CHF
	-
	-
	-
	 (Note 5)
(Note 9)

	NOTE 1:	Solution requires a UE to support a (new/existing) rejection cause and a (new/existing) back-off timer due to the network slice quota has been reached.
NOTE 2:	Solution has an impact on O&M to support either a network slice quota monitoring and/or a network slice quota distribution
NOTE 3:	Solution only addresses the aspect of back-off timer to be sent to the UE for network slice quota enforcement.
NOTE 4:	Solution does not describe whether the UE should be aware of a rejection cause due to a network slice quota has been reached.
NOTE 5:	Solution requires a change in both the H-PLMN and the V-PLMN to support a network slice quota management and a network slice quota enforcement.
NOTE 6:	No descriptions of roaming aspect.
NOTE 7:	Although the solution proposes a new NF, this new NF could be deployed together with existing NF. In such case, no new NF is needed.
NOTE 8:	Even when the existing NF is reused, the new NF service may need to be introduced.
NOTE 9:	Solution requires a SMF to support a (new/existing) rejection cause due to the network slice quota has been reached.



From Table 7.2-1 above, one can derive a commonality among those solutions as following:
-	No solutions require changes in RAN.
-	All solutions propose to store an information related to the network slice quota information in the CN and the UE is not aware of it.
-	All solutions propose to monitor the number of PDU Sessions associated with a network slice in the CN and to enforce the quota in the CN. Difference among those solutions are a) where to store the network slice quota information, b) where to place the network slice quota management and the network slice quota enforcement. There are two main approaches, one is to put them into an existing 5GC network function or introducing a new network function/new service operation to be deployed in the existing 5GC network function.
[bookmark: OLE_LINK30]-	Almost all solutions imply some form of interaction of the SMF or AMF with another function which performs the counting.
Furthermore, there are some other aspects that we could also draw some remarks, for example,
-	Rejection cause / Back-off timer: When a network slice quota in terms of number of PDU Sessions is reached, and a CN NF sends a rejection to the UE's PDU Session Establishment Request for the network slice. To suppress further signalling load for a subsequent request of the network slice, the CN NF may provide a back-off timer to the UE. It is up to the Stage-3 to determine whether a new rejection cause and a back-off timer or an existing rejection cause and a back-off timer should be used.
To be able to decide which NF in 5GC should have the network slice quota management functionality and the network slice quota enforcement functionality, evaluation of all candidate solutions can be further evaluated by taking some criteria into account as described in Table 7.2-2.
Table 7.2-2: Solutions comparison
	
	Amount of signalling
	Scalability and complexity
	Notes

	Sol#5
	There are some additional signalling, because the NWDAF needs to collect the number of PDU Sessions from the SMF, as well as the NWDAF has to send an indication to the subscribed SMF about the event that the network slice quota is consumed, so that the SMF can reject the requested S-NSSAI accordingly. However, the additional signalling is not on a per UE Registration/Deregistration Request, but the NWDAF may set a threshold of the number of PDU Sessions for the SMF to report. Also, the SMF does not need to ask the NWDAF every time, when the SMF receives a UE PDU Session Establishment request. The SMF can subscribe to the NWDAF for the event notification when the quota is consumed. 
	No descriptions on how distributed quota check is supported.
But the NWDAF and the SMF can be configured to support distributed quota check as well, e.g., the NWDAF may act as a central network entity managing the global quota, and it may provide to the SMF a threshold information for a number of PDU Sessions indicating that the SMF should notify the NWDAF if current number of PDU Sessions being served by the network slice has reached the threshold. In such case, the NWDAF may recalculate whether the threshold for the other SMF serving the same network slice should be updated or reduced, so that the SMF that notifies the NWDAF earlier could be set with a higher threshold. In this way, this SMF is kind of given with a higher local quota.
Alternatively, there may be distributed NWDAF instances in the network and one of this may act as a primary NWDAF and other NWDAFs as a secondary NWDAF. The primary NWDAF and the secondary NWDAFs need to coordinate for splitting and distributing the global quota in multiple local quotas. 
	(NOTE 10)
(NOTE 11)

	Sol#6
	There are some additional signalling, because the masterprimary PCF and the slave secondary PCFs would have to coordinate with each other for quota (re-)distribution.
For roaming, if quota control at the H-PLMN, the V-PCF needs to communicate with H-PCF by using a new signalling for quota management across PLMNs. Hence, there is an additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#7
	There are some additional signalling, because the primary PCF and the slavesecondary PCFs would have to coordinate with each other for quota (re-)distribution.
For roaming, if quota control at the H-PLMN, the V-PCF needs to communicate with H-PCF by using an existing signalling for quota management across PLMNs. Hence, there is no additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#8
	There are some additional signalling exchanged between O&M and AMF. But within the 5GC NFs, there are no additional signalling.
	Support distributed quota check.
Require additional configurations to support distributed quota check, i.e., O&M has to configure quota for each AMF set.
	(NOTE 10)

	Sol#9
	Same as Sol#4
	Same as Sol#4 
	(NOTE 10)
(NOTE 11)

	Sol#10
	There are additional signalling, as the centralized new NF checks the quota per each PDU Session Establishment/Release request. 
	No descriptions on how distributed quota check is supported.

	(NOTE 10)

	Sol#11
	There are some additional signalling, because the NRF needs to collect the number of PDU Sessions from each SMF serving the same S-NSSAI. Moreover, the NRF also needs to provide the slice status information to the AMF, so that the AMF can determine whether to accept or reject the PDU Session Establishment request for the S-NSSAI.
For roaming, there are also additional signalling between the H-NRF and the V-NRF to reporting about the slice status information across PLMNs. 
	No descriptions on how distributed quota check is supported.
	(NOTE 10)

	Sol#18
	There are some additional signalling, because the SQM (may be co-located with NSSF) and the AMF has to coordinate with each other on requesting for quota or for updating the quota. 
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#19
	There are some additional signalling, as the QCF (may be co-located with existing NF) would need to collect data of current number of PDU Sessions from the NWDAF and the coordination between the QCF and QEF.  
	Support distributed quota check.
Require additional configurations to support distributed quota check.
	(NOTE 10)

	Sol#38
	Whenever the SMF receives a PDU Session Establishment/Release Request, the CHF needs to be involved to keep tracking the usage of the network slice quota. Existing signalling between SMF and CHF is enhanced for quota management at the CHF. No additional signalling is added here.
	No descriptions on how distributed quota check is supported.
	(NOTE 10)
(NOTE 11)

	NOTE 10:	The NF entity or NF entities responsible for network slice quota management functionality and for network slice quota management enforcement is/are mandatory to be deployed to support the feature of network slice quota management.
NOTE 11:	Although the solution does not describe how to support the distributed quota check, but the solution could be possibly enhanced to support the distributed quota check.
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