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Abstract: This contribution updates the conclusions for key issue 1 with handling of ETSUN to address a related open issue.

1. Introduction
The following editor´s note in the conclusion needs to be addressed

Editor's note:	The following aspects need to be studied:
-	UE join MB service when involving ETSUN procedure


TS 23.501 contains the following

[bookmark: _Toc20150162][bookmark: _Toc27846964][bookmark: _Toc36188095][bookmark: _Toc45184000][bookmark: _Toc47342842][bookmark: _Toc51769544][bookmark: _Toc59095896]5.34	Support of deployments topologies with specific SMF Service Areas
[bookmark: _Toc20150163][bookmark: _Toc27846965][bookmark: _Toc36188096][bookmark: _Toc45184001][bookmark: _Toc47342843][bookmark: _Toc51769545][bookmark: _Toc59095897]5.34.1	General
When the UE is outside of the SMF Service Area, an I-SMF is inserted between the SMF and the AMF. The I-SMF has a N11 interface with the AMF and a N16a interface with the SMF and is responsible of controlling the UPF(s) that the SMF cannot directly control. The exchange of the SM context and forwarding of tunnel information if needed are done between two SMFs directly without involvement of AMF.
Depending on scenario, a PDU Session in non-roaming case or local breakout is either served by a single SMF or served by an SMF and an I-SMF. When a PDU Session is served by both an SMF and an I-SMF, the SMF is the NF instance that has the interfaces towards the PCF and CHF.
[bookmark: _Toc20150164][bookmark: _Toc27846966][bookmark: _Toc36188097]In this Release of the specification, deployments topologies with specific SMF Service Areas apply only ,,,.
[bookmark: _Toc45184002][bookmark: _Toc47342844][bookmark: _Toc51769546][bookmark: _Toc59095898]5.34.2	Architecture
[bookmark: _Toc20150165][bookmark: _Toc27846967][bookmark: _Toc36188098][bookmark: _Toc45184003][bookmark: _Toc47342845][bookmark: _Toc51769547][bookmark: _Toc59095899]5.34.2.1	SBA architecture
In non-roaming case the SBA architecture described in Figure 4.2.3-1 shall apply. In local breakout scenarios the SBA architecture described in Figure 4.2.4-1 shall apply. In Home Routed scenarios the SBA architecture described in Figure 4.2.4-3 shall apply.
[bookmark: _Toc20150166][bookmark: _Toc27846968][bookmark: _Toc36188099][bookmark: _Toc45184004][bookmark: _Toc47342846][bookmark: _Toc51769548][bookmark: _Toc59095900]5.34.2.2	Non-roaming architecture
Figure 5.34.2.2-1 depicts the non-roaming architecture with an I-SMF insertion to the PDU Session without UL-CL/BP, using reference point representation.


NOTE 1:	N16a is the interface between SMF and I-SMF.
NOTE 2:	N38 is the interface between I-SMFs.

Figure 5.34.2.2-1: Non-roaming architecture with I-SMF insertion to the PDU Session in reference point representation, with no UL-CL/BP
Figure 5.34.2.2-2 depicts the non-roaming architecture for an I-SMF insertion to the PDU Session with UL-CL/BP, using reference point representation.


Figure 5.34.2.2-2: Non-roaming architecture with I-SMF insertion to the PDU Session in reference point representation, with UL-CL/BP

[bookmark: _Toc20150168][bookmark: _Toc27846970][bookmark: _Toc36188101][bookmark: _Toc45184006][bookmark: _Toc47342848][bookmark: _Toc51769550][bookmark: _Toc59095902]5.34.3	I-SMF selection, V-SMF reselection
The AMF is responsible of detecting when to add or to remove an I-SMF or a V-SMF for a PDU Session. For this purpose, the AMF gets from NRF information about the Service Area of SMF(s). During mobility events such as Hand-Over or AMF change, if the service area of the SMF does not include the new UE location, then the AMF selects and inserts an I-SMF which can serve the UE location and the S-NSSAI. Conversely if the AMF detects that an I-SMF is no more needed (as the service area of the SMF includes the new UE location) it removes the I-SMF and interfaces directly with the SMF of the PDU Session. If the AMF detects that the SMF cannot serve the UE location (e.g. due to mobility), then the AMF selects a new I-SMF serving the UE location. If the existing I-SMF (or V-SMF) cannot serve the UE location (e.g. due to mobility) and the service area of the SMF does not include the new UE location (or the PDU Session is Home Routed), then the AMF initiates an I-SMF (or V-SMF) change.
At PDU Session Establishment in non-roaming and roaming with LBO scenarios, if the AMF or SCP cannot select an SMF with a Service Area supporting the current UE location for the selected (DNN, S-NSSAI) and required SMF capabilities, the AMF selects an SMF for the selected (DNN, S-NSSAI) and required capabilities and in addition selects an I-SMF serving the UE location and the S-NSSAI.
Compared to the SMF selection function defined in clause 6.3.2, the following parameters are not applicable for I-SMF/V-SMF selection:
-	Data Network Name (DNN).
-	Subscription information from UDM.
NOTE 1:	All SMF(s) and I-SMF are assumed to be able to control the UPF mapping between EPC bearers and 5GC QoS flows.
If delegated SMF discovery is used at PDU Session establishment:
1.	The AMF sends Nsmf_PDUSession_CreateSMContext Request to SCP and includes the parameters as defined in clause 6.3.2 (e.g. the DNN, required SMF capabilities, UE location) as discovery and selection parameters. If the SCP successfully selects an SMF matching all discovery and selection parameters, the SCP forwards the Nsmf_PDUSessionCreateSMContext Request to the selected SMF.
2.	If the SCP cannot select an SMF matching all discovery and selection parameters, the SCP returns a dedicated error to AMF. In this case the I-SMF also need be discovered.
3.	Upon reception of the error from the SCP that an SMF matching all discovery and selection parameters cannot be found, the AMF performs the discovery and selection of the SMF from NRF (thus not providing the UE location as a discovery parameter). The AMF may indicate the maximum number of SMF instances to be returned from NRF, i.e. SMF selection at NRF.
4.	The AMF sends Nsmf_PDUSession_CreateSMContext Request to SCP, which includes the endpoint (e.g. URI) of the selected SMF and the discovery and selection parameters as defined in clause 6.3.2 except the DNN and the required SMF capabilities, i.e. parameter for I-SMF selection. The SCP performs discovery and selection of the I-SMF and forwards the Nsmf_PDUSession_CreateSMContext Request to the selected I-SMF.
5.	The I-SMF sends the Nsmf_PDUSession_Create Request towards the SMF via the SCP; the I-SMF uses the received endpoint (e.g. URI) of the selected SMF to construct the target destination to be addressed. The SCP forwards the Nsmf_PDUSession_Create Request to the SMF.
6.	The SMF answers to the I-SMF that answers to the AMF; in this answer the AMF receives the I-SMF ID.
7.	Upon reception of a response from I-SMF, based on the received I-SMF ID, the AMF may obtain the SMF Service Area of the I-SMF from NRF. The AMF uses the SMF Service Area of the I-SMF to determine the need for I-SMF relocation upon subsequent UE mobility.
If delegated I-SMF discovery is used once the PDU Session establishment has been established, the procedure starts at step 4 above and is further detailed in the messages flows of TS 23.502 [3] clause 23.
If delegated V-SMF discovery is used for V-SMF reselection, clause 6.3.2 applies, but there is no need for discovery and selection of the H-SMF. This is further detailed in the messages flows of TS 23.502 [3] clause 23.

The following three scenarios show different ETSUN related challenges:

1.	UE and SMF in same region A, MB-SMF in different region B


RAN node needs to establish shared delivery towards MB-SMF in other region.
It can be assumed that similar restriction as for UPF control also apply for MB-UPF control, i.e. only an MB-SMF in the same region can control the MB-UPF, and MB-UPF cannot directly send data to RAN nodes in different regions.
It is proposed that an I-MB-SMF and I-MB-UPF are introduced to enable a shared delivery between regions.
-	An I-MB-SMF and I-MB-UPF are introduced to enable a shared delivery between regions. The I-MB-SMF can be requested by AMF, SMF, or I.SMF to establish a shred delivery for a multicast session. The I-MB-SMF then inserts an I-MB-UPF and instructs it to send multicast data towards the destination provided by the requesting node. If the I-MB-SMF determines that the I-MB-UPF does not yet receive data for the multicast session, the I-MB-SMF also requests with the MB-SMF to establish the shared delivery for the multicast session towards the I-MB-UPF.
-	If the AMF is requested by the RAN node to establish a shared delivery tree for a multicast session and determines that it cannot directly contact the MB-SMF, e.g. because the region of the MB-SMF of the multicast session is outside the region where the UE is residing, the AMF selects an I-MB-SMF and asks the I-MB-SMF to establish the shared delivery for the multicast session towards the RAN node. 
-	For individual delivery, the SMF or I-SMF (if in the path) needs to establish shared delivery towards the UPF or I-UPF, respectively. If the (I-)SMF determines that it cannot directly contact the MB-SMF of the multicast session, e.g. because the region of the MB-SMF is outside its own service region, the (I-)SMF selects an I-MB-SMF and asks the I-MB-SMF to establish the shared delivery for the multicast session towards the UPF or I-UPF.
1. UE and MB-SMF in region A, SMF in different regions B.
The PDU session of UE will be handled by a I-SMF in region A and SMF in region B. I-SMF terminates signalling with the UE and will thus also receive the CP join request. It needs to forward the join request toward the SMF for authorization. Thus, the AMF needs to select a multicast capable I-SMF.
For individual delivery, there are two possibilities:
A: Switch between shared delivery and individual delivery controlled by I-SMF


The I-SMF determines based on handovers that shred delivery is no longer supported and triggers fallback to individual delivery.
Drawbacks: Compared to B more I-SMF impacts. Assumes that SMF provides Information for multicast QoS flows in all cases and still needs to obtain that QoS flow information, possibly from MB-SMF.

B: Switch between shared delivery and individual delivery controlled by SMF


For Individual delivery the SMF needs to establish shared delivery towards the UPF. It acts in a similar manner as the AMF in scenario 1: If the SMF determines that the service region of the MB-SMF of the multicast session is outside the multicast region, it selects an I-MB-SMF. It asks the I-MB-SMF to establish the shared delivery, and the I-MB-SMF inserts an I-MB-UPF. The I-MB-SMF requests the MB-SMF to establish the shared delivery tree for the multicast session towards the I-MB-UPF.
Drawbacks: requires that SMF has knowledge of MBS support in different region and is aware of handovers. Less optimal path.

1. UE in region A, SMF and MB-SMF in different regions B.



RAN node needs to establish shared delivery towards MB-SMF in other region similar to scenario 1.
I-SMF needs to handle PDU session join similar to scenario 2.

For fallback to individual delivery again two possibilities can be considered:
A: Switch between shared delivery and individual delivery controlled by I-SMF


Drawbacks: Compared to B more I-SMF impacts. Assumes that SMF provides Information for multicast QoS flows in all cases and still needs to obtain that QoS flow information, possibly from MB-SMF.

B: Switch between shared delivery and individual delivery controlled by SMF


Drawbacks: requires that SMF has knowledge of MBS support in different region and is aware of handovers. Less optimal path.


4	UE in region A, SMF in region B and MB-SMF in region C

RAN node needs to establish shared delivery towards MB-SMF in other region similar to scenario 1.
I-SMF needs to handle PDU session join similar to scenario 2.

For fallback to individual delivery again two possibilities can be considered:
A: Switch between shared delivery and individual delivery controlled by I-SMF


Drawbacks: Compared to B more I-SMF impacts. Assumes that SMF provides Information for multicast QoS flows in all cases and still needs to obtain that QoS flow information, possibly from MB-SMF

B: Switch between shared delivery and individual delivery controlled by SMF


Drawbacks: requires that SMF has knowledge of MBS support in different region and is aware of handovers. Less optimal path.


Considerations related to responsibility for individual delivery fallback.
Fallback to individual delivery will occur during handovers.
TS 23.502 considers 8 different handover scenarios in clause 4.23:  Xn based handover or N2 based handover:
-	without I-SMF change
-	with I-SMF insertion
-	with I-SMF removal
-	with I-SMF re-allocation
Allocating the fallback to individual delivery in the SMF would have the advantage that the shared delivery path to the SMF would never be changed. But it needs to be guaranteed that the SMF is made aware of all handovers where the 5MBS support of the new RAN node differs from the 5MBS support of the old RAN node. A minor drawback is also a less optimal shared delivery path in certain scenarios.
It is proposed to take the decision whether SMF or I-SMF is responsible for the switch between shared and individual delivery during the normative phase.
Update in r01:
During the CC#3, it’s agreed to move ETSUN and roaming out of Rel-17. As a result, nationwide location dependent service with multicast communication will not be supported if the multiple SMF service areas are deployed.
[Proposal] It’s proposed to add a note as follows:
NOTE x: Due to that ETSUN procedures are moved out of Rel-17, nationwide location dependent service with multicast communication is not supported in this release if the operator’s network has multiple SMF service areas.



2. Text Proposal
It is proposed to agree the following changes for TR 23.757.


8.2.2.2	Multicast session
-	The Multicast session model is depicted in Figure 8.2.2.2-1, with the following conclusions:
-	The Multicast Service Context applies when the MBSF is used.
-	The SMF/MB-SMF based approach (i.e., SMF/MB-SMF handles session management for the UE) for Multicast session is adopted.
Editor's note:	The following aspects need to be studied:
-	How the SMF gets MB-SMF ID
-	For location dependent MB service: how the additional identifier (e.g. Flow Id or Area Session identifier) handled;
-	UE joining 5MBS may get rejected causing denial of service attack type situation
-	Roaming aspects
-	UE join MB service when involving ETSUN procedure
NOTE x: Due to that ETSUN procedures are moved out of Rel-17, nationwide location dependent service with multicast communication is not supported in this release if the operator’s network has multiple SMF service areas.
-	For support of 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method:
-	Both 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method shall be standardized for multicast data delivery. 5GC Shared MBS traffic delivery method is always mandatory, and 5GC Individual MBS traffic delivery is required to support UE mobility to/from non MBS-capable NG-RAN nodes, but otherwise optional.
-	The network shall be able to support selection of 5GC Shared MBS traffic delivery method or 5GC Individual MBS traffic delivery method based on criteria of whether RAN node supports 5MBS or not.
-	MB-UPF acts as the MBS session anchor when 5GC shared MBS traffic delivery method is used, and UPF acts as the unicast session anchor when 5GC individual MBS traffic delivery method is used. MBSF-U acts as the media entry point for the 5GS when MBSF is used.
Editor's note:	The following is ffs: If 5GC individual MBS traffic delivery method is used, the (MB-)UPF receives MBS traffic over N9 or N6 interface.
-	Establishment of the associated PDU Session for 5GC Individual MBS traffic delivery method is based on service requirements, networking configuration, local policy, etc.
Editor's note:	When and whether to establish or update the associated PDU session for 5GC individual MBS traffic delivery is ffs.
-	It shall be possible to establish an Associated PDU session for cases, if not exists, where mobility to non-5GMBS-supporting cells happens.
-	It shall be possible to update the associated PDU session with associated QoS flows when the UE joins the MBS Session.


Figure 8.2.2.2-1: Merged MBMS session model
NOTE 1a:	The model above needs clarification for its application on UE, 5GC and RAN side, this will be part of normative work.
NOTE 1b: The terms "stop", "release", "deactivated" (as well as "establishment", "start", "activation") used as MBS session actions need clear definitions, this will be part of normative work.
NOTE 2:  When the MBS Session is deactivated, whether the multicast flow need be removed from the MBS Session context is to be decided in normative phase.
-	For multicast session establishment/join/leave/release:
-	The UE may perform application level join/leave to a multicast session, the 5GC shall support multicast session join/leave operation for a user, e.g based on AF request.
-	UE shall support multicast session join/leave operation via CP (NAS signalling for SM procedure)
Editor's note:	UP Join is FFS.
-	The UE shall indicate leaving an MBS session in CM-CONNECTED with RRC-CONNECTED state.
[bookmark: _Hlk56512253]Editor's note:	Whether the UE can stop receiving traffic of a multicast session without indicating leaving in CM-IDLE state or CM-CONNECTED with RRC-INACTIVE state relies on RAN WG feedback.
[bookmark: _Hlk56512149]-	The 5GC shall be able to reject UE joining to a multicast session when the multicast session will not start soon or has not started..
-	ROHC for MBS traffic is supported by the 5GS, e.g based on AF request.
-	MBSF-C and MBSF-U functionality is supported based on A.3.
Editor's note:	Coordination with SA4 is required to determine MBSF-C and MBSF-U functionality.
-	The network shall support selection of MB-SMF or SMF at session join.
-	The (MB-)SMF decides whether to accept join requests, which may be based on input from NEF/MBSF-C if MBSF is used, and stores that the served UE is participating in a multicast session.
-	The PDU session which is used to send the join is the same as the associated PDU Session which is for 5GC Individual MBS traffic delivery.
-	The AMF shall select an SMF that supports 5MBS for multicast session join during PDU session establishment, which is used for sending join (i.e. handling of join requests for 5MBS and/or fallback to individual delivery).
Editor's note:	RAN and/or SA3 is assumed to determine the handling of the security for MBS traffic.
-	For N3 transport of the 5GC Shared MBS traffic delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N3 (GTP-U) Point-to-Point tunnel shall be supported with support for QoS.
-	For N3 transport of the 5GC Shared MBS traffic delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a RAN node, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.
-	For N9 transport of the 5GC Shared MBS traffic delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N9 (GTP-U) Point-to-Point tunnel shall be supported.
-	For N9 transport of the 5GC Shared MBS traffic delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a UPF, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.
-	The network supports indicating of N6 tunnel information for receiving traffic of a MBS session to the AF or MBSF(and to MBSF-U).
-	5GC provides information of MBS sessions/groups (e.g. TMGI) and QoS requirements of a MBS service to RAN for MBS AN resources handling.
-	For multicast service parameters storage, the UDR shall be able to store the AF provisioned or preconfigured service parameters per MBS session.
-	The PCF shall be able to provide policy and QoS requirement per MBS session to the MB-SMF
-	For UE receiving MBS traffic moving from one RAN node to another in CM-CONNECTED and RRC-CONNECTED state, handover procedure with MB context shall be supported by UE and network.
-	When MBS session is released, the N3 transport of the 5GC shared MBS delivery method is released and the radio resource associated with the MBS QoS Flows are released, or the N3/N9 transport of the 5GC Individual MBS traffic delivery method is released and the radio resource associated with the QoS Flows are released.
-	MB-UPF is used as the MBS Session anchor for the 5GC shared MBS delivery.
-	Interactions between the MBSF-C and MBSF-U will be defined in coordination with 3GPP SA4.
-	The 5GC shall be able to trigger NG-RAN nodes to notify session start/activation of an MBS session to UEs.
Editor's note:	How the NG-RAN node notify session activation to UEs relies on RAN WG feedback.
-	When an MBS session is established upon AF request, it may be immediately activated (i.e. one AF request combining of session announcement and session activation). If an application requires to allow UEs to join prior to the start/activation of the multicast transmission, the AF may interact with the NEF separately to announce the multicast service and subsequently to request start/activation of the multicast service.
-	If a UE joins prior to the activation of the multicast session, the network indicates to the UE that the session is not yet activated.
-	The following bullets apply if MB-UPF detecting multicast data triggers MBS Session deactivation or activation.
NOTE 3:	Whether the terms "stop/deactivated" or "start/activation" denote the same actions needs to be further clarified.
-	The MBS Session may be deactivated when the MB-UPF detects no multicast data for a configurable period. When the MBS Session is deactivated by 5GC, the MBS Session context is kept in 5GC, but the AN resource with context and N3 tunnel for 5GC Shared MBS delivery method are released. UEs that have joined that multicast session can become IDLE:
NOTE 4:	Whether the MBS QoS flow need be removed from the MBS Session context is to be decided in normative phase.
-	The MBS Session may be activated when the MB-UPF detects multicast data. When the MBS Session needs to be activated, the MB-UPF sends message to the MB-SMF. When the MB-SMF starts the MBS session activation for establishing the transmission resources, the MB-SMF notifies the session activation to NG-RANs via SMFs/AMFs serving UEs within the multicast session. UEs are notified by NG-RAN about the session activation.
-	The following bullets apply if AF decides to start or stop a multicast session:
NOTE 5:	Whether the terms "stop/deactivated" or "start/activation" denote the same actions needs to be further clarified.
-	The MBS Session may be stopped upon AF requests. When the MBS Session is stopped, the MBS Session context is kept in 5GC, but the AN resource with context and N3 tunnel for 5GC Shared MBS delivery method are released. The multicast QoS flow information are removed from the MBS Session context stored at the UE and 5GC NF. UEs that have joined that multicast session can become IDLE.
-	The MBS Session may be activated/started upon AF requests. When the MBS Session needs to be activated/started, the NEF or MBSF sends message to the MB-SMF for establishing the transmission resources. The MB-SMF obtains the related Multicast QoS flow information from PCF. When the MB-SMF restarts the MBS session, the MB-SMF notifies the session activation to NG-RANs via SMFs/AMFs serving UEs within the multicast session. UEs are notified by NG-RAN about the session activation.
Editor's note:	Coordination with RAN WGs are needed.
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