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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes conclusion for KI#2

1	Discussion
The key issue#2 has been concluded in last meeting. However there are still some FFS needs to be resolved. These EN need to be resolved and further conclusions are proposed 
For clause 9.2.1 Conclusions for Key Issue #2: Reducing packet loss during EAS relocation, whether the data forwarding tunnel between the source PSA and target PSA and the flow End Marker is still open. We think this data forwarding tunnel adds system complexity and can only resolve the on-the-fly packet within the 5GC. It cannot resolve the on-the-fly uplink packet over N6 towards the old EAS. The application can determine when to perform EAS relocation, for example the UE may notify the application that the last packet towards the old EAS IP address as described in solution#27, or the application layer mechanism to resolve the data loss or reordering. These mechanism is out of scope of 3GPP. Therefore it is proposed to remove the editor note and add clarification. 
For clause 9.2.3 Conclusions for Key Issue #2: AF based EAS rediscovery, further conclusion is proposed. If the EAS relocation is triggered by AF, the AF may provide the target DNAI, the new EAS IP address (if EAS IP address is changed) and target N6 traffic routing information to the SMF as described in solution#27. The SMF uses these information to establish the user plane toward the new EAS

2	Proposal
It is proposed to agree the changes:
/********************Start of Change***************/
[bookmark: _Toc54944252][bookmark: _Toc54945728][bookmark: _Toc54946115][bookmark: _Toc54946500]7.2.1	Evaluation for Key Issue #2: Reducing packet loss during EAS relocation	Comment by Maria Luisa Mas: From merging S2-2008490
In Solution #27, if L4 connection between UE and EAS is kept, when the SMF has established the forwarding tunnel between the source UL CL and the target UL CL, the SMF sends Late Notification to the AF to trigger the EAS relocation. The new PSA buffers the uplink data until the AF indicates the successful application relocation. This can help to reduce packets loss when the target EAS is not ready. However, EAS relocation is triggered by late notification from the SMF and the application layer notification from UE. This ensures that there is no uplink packets from the UE towards the old EAS after the EAS relocation.. Therefore, Solution #27 can help to reduce packet loss during EAS relocation by supporting uplink buffer in new local PSA.
In Solution #38, similar as solution#27 the new PSA buffers the uplink data until the AF indicates the successful application relocation. In addition, two options are proposed to resolve the packet loss issue.
For Option 1, a forwarding tunnel between source PSA and target PSA is established. Before the EAS relocation is started and the old EAS stops to serve the UE, the old PSA stops sending packets over N6 and forwards the received uplink packets to the new PSA via the forwarding tunnel. This can ensure packet lossless within 5GS. The End-Marker introduced can help to ensure in-order delivery. Therefore, the forwarding tunnel between the old PSA and new PSA in Option 1 in Solution#38 can avoid the on-fly packet loss over N3/N9 and reduce packets loss over N6.
For Option 2, in order to ensure packet lossless between UE and EAS, the packet in user plane need to be enhanced to include Flow End Marker. Therefore, with user plane enhanced (i.e. by use of the extension header of the uplink packets) the Option 2 in Solution #38 can avoid the on-fly packet loss over N3/N9 and N6. Option 2 needs the coordination between the 5G and application in user plane.
If stateful L4 mechanisms (e.g. TCP) are used, the above packet forwarding between source PSA and target PSA requires the EC environment to support migrating of L4 contexts.
Solution #27 and #38 buffer packets while the server is being relocated so that packets can be delivered even if with higher latency. If L4 flows/congestion control is based on measured latency, additional buffering may distort estimates of latency and throughput.
[bookmark: _Hlk55829184]For these solutions, the assumption is that, either the application client has lost communication to source EAS and it tries to connect to target EAS instead. Or the communication to source EAS is still possible, but the application client tries to set up a connection over the new PSA with the target EAS which it is not yet ready.
For the second case, alternatives to packet buffering in the core would be for example, to postpone at the application client the sending of packets to the target EAS till it is ready (notified via application layer coordination), or to buffer the packets in the target EAS, which postpones processing till it is prepared.
Buffering of packets in the 5GC may be applied to all connectivity models. Whether Buffering of uplink packets applies or not to the traffic of certain application depends on the specific application requirement.

/********************Next Change***************/

/********************Start of Change***************/
[bookmark: _Toc54944268][bookmark: _Toc54945744][bookmark: _Toc54946131][bookmark: _Toc54946516]9.2.1	Conclusions for Key Issue #2: Reducing packet loss during EAS relocation
Buffering uplink packets in the target PSA until receiving the indication of successful EAS relocation from the AF as proposed in Solution #27 and Solution #38 is recommended for normative phase. The old EAS may continue to serve the UE until the successful EAS relocation is done in order to reduce the packet loss. When the EAS relocation starts is out of scope of 3GPP. 
Editor's note:	It is FFS whether the forwarding tunnel between the source PSA and target PSA and End Marker in solution#38 option 1 or Flow End Marker in solution#38 option 2 can be included.
[bookmark: _Hlk56546657]This solution may be applied to all connectivity models. Whether Buffering of uplink packets applies to the application traffic depends on the application requirement. 
[bookmark: _Hlk56546645]Note: How 5GC gets the application requirement and in what granularity are to be decided in normative phase.
This new enabler is an alternative to application layer mechanisms that prevent packet loss.

/********************Next Change***************/

[bookmark: _Toc54944270][bookmark: _Toc54945746][bookmark: _Toc54946133][bookmark: _Toc54946518]9.2.3	Conclusions for Key Issue #2: AF based EAS rediscovery
The AF may reselect a new EAS for UE due to UP path change notification or by its internal trigger, e.g. load balance. When the new EAS is reselected, the UE is informed with the new EAS address via the application layer signalling, which is out of scope of 3GPP.
If the EAS relocation is triggered by AF, the AF may provide the target DNAI and target N6 traffic routing information to the SMF as described in solution#27. The SMF may decide to perform DNAI change and uses the information to establish a Local PSA for the new DNAI.
Sending EAS IP address by 5GS to UE is not recommended to be specified in normative work.
/*******************End of Change****************/
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