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1

Discussion

Interim conclusions for KI#1 starts with the following text:

"An NWDAF can be decomposed into Model Training and Analytics logical functions.

-
A Rel-17 NWDAF containing the Model Training logical function trains ML models and exposes training service (e.g. providing trained model to the NWDAF);

-
A Rel-16 and onward NWDAF containing the Analytics logical function performs inference by deriving analytics and exposes analytics service (i.e. the Nnwdaf_AnalyticsSubscription or Nnwdaf_AnalyticsInfo as defined in clause 7, TS 23.288 [5])."
The conclusions in TR 23.700-91, for eNA_Ph2, are for Rel-17. Having some text referring to a "Rel-16and onward NWDAF" is then not needed. It also gives the impression that, for the first bullet mentioning about Rel-17 that a Rel-16 NWDAF does not train ML models. We should not refer to Rel-16 or Rel-17 in the above bullets, the conclusions are for Rel-17, so they will apply from Rel-17.

Although SA2#141E agreed to refer to "Analytics logical function" and "Model Training logical function", there are still a couple of occurrences of "Analytics functionality" and "Model Training functionality". This needs to be corrected.
NOTE 5 reads:

"NOTE 5:
The details of ML model registration in NRF may also impact how the sharing of trained data model between multiple NWDAF instances is performed so it needs to be aligned with the conclusion of Key Issue #19."

Which gives the impression that the ML model itself is registered in NRF, while, as per stated above NOTE 5, this is about Model Training logical function registering the supported ML model information to NRF. NOTE 5 needs to be clarified.

2
Proposal
It is proposed to update TR 23.700-91 as follow.
*** Start Change ***
8.1
Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions

Interim conclusion:

An NWDAF can be decomposed into Model Training and Analytics logical functions:
-
An NWDAF containing the Model Training logical function trains ML models and exposes training service (e.g. providing trained model to the NWDAF);

-
An NWDAF containing the Analytics logical function performs inference by deriving analytics and exposes analytics service, reusing the Nnwdaf_AnalyticsSubscription or Nnwdaf_AnalyticsInfo as defined in clause 7, TS 23.288 [5].

NOTE 1:
Model Training logical function and Analytics logical function can be deployed as standalone NWDAFs.

NOTE 2:
It can also be possible to identify other standalone NF(s) based on other KI results, e.g. Data Collection function. Conclusions for Key Issue #1 do not address possible NWDAF decomposition for data collection as this is part of Key Issue #11: Increasing efficiency of data collection.

NOTE 3:
Messaging framework can be used between the decomposed functions from Key Issue #11: Increasing efficiency of data collection.

NOTE 4:
The definition of services and their associated parameters provided by the Model Training logical function needs to be aligned with the conclusion of Key Issue #19: Trained data model sharing between multiple NWDAF instances.

Pre-trained ML model storage and provisioning to NWDAF is out of the scope of 3GPP.

Model Training logical function may register the supported ML model information to NRF.

NOTE 5:
The details of Model Training logical function registering ML model information in NRF may also impact how the sharing of trained data model between multiple NWDAF instances is performed so it needs to be aligned with the conclusion of Key Issue #19.

*** End Change ***
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