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1. Discussion
In the last meeting, it is agreed the CP join is mandatory and UP join is FFS.

-
UE shall support multicast session join/leave operation via CP (NAS signalling for SM procedure)

Editor's note:
UP Join is FFS.

For UP join, one possible solution is the MT terminates the IGMP/MLD join, and converts to CP join.
In the Rel-6, the TR 23.846 (MBMS SID), it has already discussed the CP and UP join. And the same solution (MT terminates the UP join and converts to CP join) is also discussed.

In the 5MBS, if the MT terminates the UP join and converts to CP join, there is the same issue with 23.846.

· Co-existence with transparent IP multicast
In the Rel-16, the UE can also send IP join to 5GS, e.g. for VN group, or case in 23.316 (so called “transparent IP multicast”).

If the UE are both MBS capable and IP join capable (e.g. for VN, etc.), this might preclude supporting transparent IP multicast in parallel with MBS.
So the MT terminates the IP join is not a way forward.

So this paper propose, the UP join is also supported for 5G MBS.

Annex B:
Comparison of MBMS Multicast Service Activation Alternatives

Two main alternatives for the MBMS Multicast Service Activation have been identified in this study of the MBMS architecture:

1) MBMS-specific signalling initiated by the UE, possibly triggered by an IGMP/MLD message terminated in the MT.
Hereafter referred to as “MBMS-specific activation” for simplicity.

2) IGMP/MLD messages sent over a previously activated PDP context up to the GGSN, followed by a network-initiated MBMS Context set-up.
Hereafter referred to as “Transparent IGMP/MLD” for simplicity.

One major requirement in terms of MBMS multicast service activation is the interoperability with IP multicast as defined in the IETF, i.e. IGMP (for IPv4) and MLD (for IPv6), and is the base for the short comparison between the two alternatives in Table 1.

Table 1: MBMS-specific multicast activation vs. transparent IGMP/MLD

	
	MBMS-specific activation
	Transparent IGMP/MLD

	MT functionality in split terminal case
	IGMP/MLD terminated in MT, which therefore must implement multicast router functionality.
	IGMP/MLD terminated in GGSN, completely transparent to MT, i.e. no IGMP/MLD specific functionality in MT.

	Co-existence with transparent IP multicast
	In split terminal configuration, TE sending Join request to a non-MBMS IP multicast group would always initiate MBMS Context Activation from the MT, even if it will eventually fail.

Note: This might preclude supporting transparent IP multicast in parallel with MBMS.
	GGSN receives Join request and determines whether MBMS or non-MBMS multicast group. If non-MBMS multicast group, then GGSN acts as standard IP multicast router.

	Coupling between 3GPP and IETF standards
	To support future extensions of IGMP/MLD would require updating 3GPP standards and upgrading UE (at least in split terminal case), SGSN, GGSN and possibly BM-SC.
	To support future extensions of IGMP/MLD would require upgrading UE (MT not impacted in split terminal case), GGSN and possibly BM-SC. The SGSN may have to be upgraded as well, but very unlikely. Minimum or no changes to 3GPP standards.

	IGMP/MLD periodic queries
	Not applicable.
	IGMP/MLD periodic queries sent over the air, but frequency is configured in GGSN and can be set to high value.

Only a few UEs will have to reply since GGSN queries UEs one-by-one and only needs a few replies.

	Acknowledgment of Join/Leave request
	MBMS Context Activation/Deactivation will be acknowledged at UMTS level, but IGMP/MLD has no acknowledgment defined, hence MT cannot forward acknowledgements to TE.

Extension of IGMP/MLD in IETF to introduce acknowledgement mechanism would be required.
	IGMP/MLD has no acknowledgement defined.

Extension of IGMP/MLD in IETF to introduce acknowledgement mechanism would be required.

	Dependency on established PDP context
	Not dependent on established PDP context.

Note: In split terminal case, it is expected that a PDP context will anyway be established.
	Requires pre-established PDP context.


2. Proposal

*****************************************START of CHANGE **********************************************

8.1.2
Conclusions

Editor's note:
Further conclusion continues.

-
For MBS session management the following conclusions are reached as baseline for normative work: The MBS session is identified throughout the 5G system transport on external interface towards AF and between AF and UE, and towards the UE with an MBS Session ID.

-
MBS Session ID can have the following types: TMGI, source specific IP multicast address.

-
Source specific IP multicast address can be assigned by 5GC or external network.

Editor's note:
It is FFS whether or not to use the Native MBS Transport ID in addition. The Native MBS Transport ID (Similar as PDU session ID) could be assigned by the NEF when neither TMGI nor IP multicast address are used. It is FFS whether the TMGI is only used on external interfaces and mapped towards a source specific IP multicast address for communication within the 5GC.

-
The Multicast session model is depicted in Figure 8.1.2-1, with the following conclusions:

-
The Multicast Service Context applies when the MBSF is used.

Editor's note:
This depends on solution.
-
For support of 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method:
-
Both 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method shall be standardized for multicast data delivery. 5GC Shared MBS traffic delivery method is always mandatory, and 5GC Individual MBS traffic delivery is required to support UE mobility to/from non MBS-capable NG-RAN nodes, but otherwise optional.

-
The network shall be able to support selection of 5GC Shared MBS traffic delivery method or 5GC Individual MBS traffic delivery method based on criteria of whether RAN node supports 5MBS or not.

Editor's note:
It is FFS whether other criteria is needed, e.g. handling of legacy UEs

-
MB-UPF acts as the MBS session anchor when 5GC shared MBS traffic delivery method is used, and UPF acts as the unicast session anchor when 5GC individual MBS traffic delivery method is used.

-
Establishment of the associated PDU Session for 5GC Individual MBS traffic delivery method is based on service requirements, networking configuration, local policy, etc.
-
It shall be possible to establish an Associated PDU session for cases where mobility to non-5GMBS-supporting cells happens.
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Figure 8.1.2-1: Merged MBMS session model
-
For multicast session establishment/join/leave/release:
Editor's note:
The support for the mechanism of AF requested MBS session establishment is FFS.
-
UE shall support multicast session join/leave operation via CP (NAS signalling for SM procedure)
-
UE may support multicast session join/leave operation via UP.

-
The network shall support multicast session join/leave operation both via CP and UP.

-
The network shall support selection of MB-SMF or SMF at session join.

-
For N3 transport of the shared delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N3 (GTP-U) Point-to-Point tunnel shall be supported with support for QoS.

-
For N3 transport of the 5GC shared MBS delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a RAN node, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.
-
For N9 transport of the 5GC Individual MBS traffic delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N9 (GTP-U) Point-to-Point tunnel shall be supported.
-
For N9 transport of the 5GC Individual MBS traffic delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a UPF, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.

-
The network may support indicating of N6 tunnel information for receiving traffic of a MBS session to the AF.

-
For multicast service parameters storage, the UDR shall be able to store the AF provisioned or preconfigured service parameters per MBS session, the PCF shall be able to provide policy and QoS requirement per MBS session to the MB-SMF.

-
For UE receiving MBS traffic moving from one RAN node to another in CM-CONNECTED and RRC-CONNECTED state, handover procedure with MB context shall be supported by UE and network.

-
When MBS session is released, the N3 transport of the 5GC shared MBS delivery method is released and the radio resource associated with the MBS QoS Flows are released, or the N3/N9 transport of the 5GC Individual MBS traffic delivery method is released and the radio resource associated with the QoS Flows are released.
Editor's note:
Whether an MBS session deactivation and activated is supported relies on RAN WG feedback.
Editor's note:
This list of conclusions is non-exhaustive.
Editor's note:
Coordination with RAN WGs are needed.
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