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Abstract of the contribution: This paper updates the evaluation of UE join via UP and proposes not to adopt it as an additional requirement and resolve an EN. 
1. 
Discussion

Proponents of UP-based join raised different arguments; some examples are:

#1 To avoid impact on legacy device (e.g. STB in IPTV use case) or avoid impact on legacy application;

#2 To allow legacy UE to support 5MBS feature;

#3 To allow individual delivery when NG-RAN and/or AMF do not support 5MBS;

#4 To allow dynamic creation of multicast sessions in the PLMN without any AF interaction and configuration when it is observed that a UEs joins a multicast session in an external network (i.e. Seamless interworking with external multicast sessions)

For #1, it can be achieved by CP-based join, please refer to the following in clause 7.1.2:

- Join/Leave operation via UP signalling can be avoided by means of the 5G-RG snooping the UP Join/Leave from the STB and convert it to CP(NAS) signalling. With this, the system impact for 5MBS can be minimized as far as join/Leave is concerned.

-
Applications hosted on the 5MBS capable UE (including 5G RG) can either rely on IGMP / MLD snooping (converts IGMP/MLD Join/Leave to NAS Join/Leave) or use API calls (like AT commands) to activate the reception. 
NOTE: “IGMP / MLD snooping” is just one way to read the content (i.e. the addresses) of an IGMP message from lower layer. Another way to obtain the addresses from the IGMP message is “IGMP Proxying” (which is quite commonly used in CPEs / Home Gateways in IPTV deployment). IGMP Proxying also allows to modify the IGMP messages.

For #2, there is a comment that UP join shall be supported by the network, so that legacy UEs which only support IGMP/MLD Join can also receive 5MBS services. 

-
This comment is not valid. In 3GPP when a new feature (e.g. V2X) is introduced and if UE enhancement is required, then only if the UE is enhanced can the feature work. The legacy UE will continue to work as is, e.g. a Rel-16 UE can continue to support UP-based join to receive multicast data over N6 as specified in TS 23.316. A “legacy UE” is not required to support 5MBS.

- 
If the comment is meant to refer to the “legacy application” on a 5MBS capable UE, then this is addressed in #1 above.
For #3, when the RAN and/or the AMF do not support 5MBS, individual delivery is not better than unicast delivery, e.g. adaptive streaming over unicast delivery is not possible over individual delivery. S2-2006045 may be referenced for the possible drawbacks of individual delivery. If the AMF does not support 5MBS, then the 5MBS procedure will not be applicable if AMF-centric approach is adopted,    
For #4, there may be several drawbacks of this dynamic creation approach:

· IP multicast between MNO and Content Provider requires SLA and IP network configurations, thus the dynamic creation may not work as expected.

· There is no validation in 5GC whether the SSM address is valid or not, the UE may join any SSM which may not be a valid one. It further prevents the possility of authorization, which brings risks of DoS attack as well as unexpected radio resource usage.

· Due to no AF configuration, there is no possibility to provide QoS differentiation to different MB service data flows. 

If the content is sent as multicast from AF, CP-based join can also trigger the MB-UPF to join the multicast group to receive data, therefore it is not an advantage of UP-based join.

To summarize, there is no additional benefit of UP-based join compared to CP-based join, therefore there is no additional need of UP-based Join.   
[Proposal-1] It’s proposed to update the Evaluation and Conclusion based on the above.
In addition, in 7.5.2.1, there is following EN:

Editor's note:
Further text updates to reflect the possibility of tunneling multicast through the public internet using RFC 8777 are required.

Note that RFC 8777 is about DNS Reverse IP Automatic Multicast Tunneling (AMT) Discovery, while the mechanism of AMT is specified in RFC 7450. AMT is a multicast tunneling solution where an AMT client (also called AMT Gateway) can trigger the establishment of a tunnel with an AMT server (also calle AMT Relay). Please note that these boxes are not “just there”. An organization must have set up and configured an AMT server, typically for a reason, like, “allow others to connect to an IP Multicast sender”. The organization has installed the AMT server and has provided access details to authorized AMT clients (even if there is an AMT server and the 5G System provider knows about its existence, it cannot be assumed that any AMT client can access that AMT server). 
Besides, the RFC 7450 also mentioned security aspects as follows:
Many of the threats and vectors described in [RFC3552] may be employed against the protocol to launch various types of denial-of-service attacks that can affect the functioning of gateways or their ability to locate and communicate with a relay.
[Proposal-2] It’s proposed to resolve the EN by adding the following note:
NOTE: There are different IP Multicast tunneling solutions (e.g. GRE or AMT (RFC 7450, RFC 8777)) so that the IP packets of a remote IP Multicast Server (e.g. IPTV Channel provider) can be forwarded via not-IP-Multicast-enabled-networks. The MNO still needs an agreement with the remote tunnel end-point on the tunneling solution and potentially on access rights. Further note, agreements with transit IP network are beneficial to ensure a well-defined connectivity performance (IPTV streams require a certain bandwidth due to timing of the video & audio). There is also security concern (RFC 7450) that many of the threats and vectors described in [RFC3552] may be employed against the protocol to launch various types of denial-of-service attacks that can affect the functioning of gateways or their ability to locate and communicate with a relay.
2
Proposals
The proposed changes are shown below. 

* * * Start of change* * * 
7.5.2.1
Multicast solutions

Trigger for establishment of multicast sessions in the PLMN

Many solutions (e.g. Solution 2, 3, 4, 6) suggest that a multicast session is created in the PLMN when the AF requests a reservation of resources for a multicast session. Some solutions also allow the creation of a multicast session based on configuration. Some solutions (e.g. solution 3, 4) in addition allows for a dynamic creation of multicast sessions in the PLMN without any AF interaction and configuration when it is observed that a UEs joins a multicast session in an external network (e.g. via IGMP join using a source specific multicast address of the external network).
Regarding the dynamic trigger for a creation of multicast sessions without any configuration:

-
It is not enough that clients activate the reception of a Multicast group, there needs to be a sender. Thus, application level service announcement and/or service negotiation is assumed. The Multicast sender may not be aware whether there are zero or more receivers.

-
Support of IP Multicast on the public internet (external Data Network) is not widespread since IGMP is not used between routers and PIM or other routing protocols are used. IP Multicast is primarily used in private or enterprise networks, i.e. within one autonomous domain where there is coordination between Multicast sender and receiver, since IP Routing must be configured.

NOTE: Different IP Multicast tunneling solutions, e.g. GRE or AMT as specified in RFC 7450 [x], RFC 8777 [x+1]) have been specified so that the IP packets of a remote IP Multicast Server (e.g. IPTV Channel provider) can be forwarded via not-IP-Multicast-enabled-networks. The MNO still needs an agreement with the remote tunnel end-point on the tunneling solution and potentially on access rights. Furthemore, agreements with transit IP network are beneficial to ensure a well-defined connectivity performance (IPTV streams require a certain bandwidth due to timing of the video and audio). There is also security concern (RFC 7450 [x]) that many of the threats and vectors described in RFC 3552 [x+2] may be employed against the protocol to launch various types of denial-of-service attacks that can affect the functioning of gateways or their ability to locate and communicate with a relay.
· IP multicast between MNO and Content Provider requires SLA and IP network configurations, thus the dynamic creation may not work as expected.

· There is no validation in 5GC whether the SSM address is valid or not, the UE may join any SSM which may not be a valid one. It further prevents the possility of authorization, which brings risks of DoS attack as well as unexpected radio resource usage.

· Due to no AF configuration, there is no possibility to provide QoS differentiation to different MB service data flows.
Join/Leave Operation:

All solutions for multicast contain an operation where the UE indicates to the network the desire to receive contents of a multicast session.

Most solutions suggest that control plane signalling be used for that purpose. In addition, many solutions (e.g. 2, 3 and 4) allow for a user plane based join/leave operation. Solution 16 suggests using the control plane PDU session establishment signalling. For control plane signalling, solution 4 suggests aggregation of multiple session join/leave requests on UE and allow application specific MBS session join/leave operation. Solution 4 also suggests that UE can leave an MBS session silently. Solution 3 and 8 suggest AF can interact with 5GS for a user to join/leave an MBS session.

	How the UE join/leave the MBS session.
	Both CP and UP
	CP only

	solution
	#2, #3, #4, #10, #16
	#6, #8


For CP join, there are further differences in what signalling is used:

	CP join signalling
	PDU session related signalling
	Dedicated signalling

	solution
	#3, #4, #10, #16
	#2, #4, #8


Using control plane signalling offers the advantage that it works independent of an established PDU session and is easily accessible in the AMF, and that is more flexible.

Different view whether IGMP Join is really needed is expressed (e.g. in S2-2007266):

-
Join/Leave operation via UP signalling can be avoided by means of the 5G-RG snooping the UP Join/Leave from the STB and convert it to CP(NAS) signalling. With this, the system impact for 5MBS can be minimized as far as join/Leave is concerned.

-
For applications which expect to use IGMP/MLD Join to receive content, the 5MBS capable UE (including 5G RG) snoops the IGMP/MLD message and converts IGMP/MLD Join/Leave to NAS Join/Leave.


Using PDU session related signalling can achieve an integrated MBS and PDU session management as well as an easier upgrade from unicast support to multicast support, but always need a PDU session for the purpose.

Using dedicated signalling has advantage that does not mandate UE to have a PDU session associated with MBS session if not required at the time of join.
* * * Next change* * * 
8.1
Key Issue #1: MBS session management

8.1.1
Interim requirements for conclusions

Conclusions will take into account the following agreed system requirements:

-
For multicast solutions, signalling from the UE to the network to join a multicast session shall be supported by UE and network. Join/leave operation via CP (NAS) signalling shall be supported.


-
For N3 transport of the shared delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N3 (GTP-U) Point-to-Point tunnel shall be supported with support for QoS.

-
Both 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method shall be standardized for multicast data delivery.

-
The network shall be able to prepare and start the multicast traffic transmission for a MBS session after MBS service is started.

-
The network shall support selection of MB-SMF or SMF (depending on solution) at session join.

-
For N3 transport of the 5GC shared MBS delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a RAN node, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.

Editor's note:
It is FFS whether or not the evaluation criteria should include the requirement that the application should be not aware of 5GS specific or internal information.

8.1.2
Conclusions

Editor's note:
Further conclusion continues.

-
For MBS session management the following conclusions are reached as baseline for normative work: The MBS session is identified throughout the 5G system transport on external interface towards AF and between AF and UE, and towards the UE with an MBS Session ID.

-
MBS Session ID can have the following types: TMGI, source specific IP multicast address.

-
Source specific IP multicast address can be assigned by 5GC or external network.

Editor's note:
It is FFS whether or not to use the Native MBS Transport ID in addition. The Native MBS Transport ID (Similar as PDU session ID) could be assigned by the NEF when neither TMGI nor IP multicast address are used. It is FFS whether the TMGI is only used on external interfaces and mapped towards a source specific IP multicast address for communication within the 5GC.

-
The Multicast session model is depicted in Figure 8.1.2-1, with the following conclusions:

-
The Multicast Service Context applies when the MBSF is used.

Editor's note:
This depends on solution.
-
For support of 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method:
-
Both 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method shall be standardized for multicast data delivery. 5GC Shared MBS traffic delivery method is always mandatory, and 5GC Individual MBS traffic delivery is required to support UE mobility to/from non MBS-capable NG-RAN nodes, but otherwise optional.

-
The network shall be able to support selection of 5GC Shared MBS traffic delivery method or 5GC Individual MBS traffic delivery method based on criteria of whether RAN node supports 5MBS or not.

Editor's note:
It is FFS whether other criteria is needed.
-
MB-UPF acts as the MBS session anchor when 5GC shared MBS traffic delivery method is used, and UPF acts as the unicast session anchor when 5GC individual MBS traffic delivery method is used.

-
Establishment of the associated PDU Session for 5GC Individual MBS traffic delivery method is based on service requirements, networking configuration, local policy, etc.

-
It shall be possible to establish an Associated PDU session for cases where mobility to non-5GMBS-supporting cells happens.
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Figure 8.1.2-1: Merged MBMS session model
-
For multicast session establishment/join/leave/release:
Editor's note:
The support for the mechanism of AF requested MBS session establishment is FFS.

-
UE shall support multicast session join/leave operation via CP (NAS signalling for SM procedure)


-
The network shall support selection of MB-SMF or SMF at session join.

-
For N3 transport of the shared delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N3 (GTP-U) Point-to-Point tunnel shall be supported with support for QoS.

-
For N3 transport of the 5GC shared MBS delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a RAN node, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.
-
For N9 transport of the 5GC Individual MBS traffic delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N9 (GTP-U) Point-to-Point tunnel shall be supported.

-
For N9 transport of the 5GC Individual MBS traffic delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a UPF, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.

-
The network may support indicating of N6 tunnel information for receiving traffic of a MBS session to the AF.

-
For multicast service parameters storage, the UDR shall be able to store the AF provisioned or preconfigured service parameters per MBS session, the PCF shall be able to provide policy and QoS requirement per MBS session to the MB-SMF.

-
For UE receiving MBS traffic moving from one RAN node to another in CM-CONNECTED and RRC-CONNECTED state, handover procedure with MB context shall be supported by UE and network.

-
When MBS session is released, the N3 transport of the 5GC shared MBS delivery method is released and the radio resource associated with the MBS QoS Flows are released, or the N3/N9 transport of the 5GC Individual MBS traffic delivery method is released and the radio resource associated with the QoS Flows are released.
Editor's note:
Whether an MBS session deactivation and activated is supported relies on RAN WG feedback.
Editor's note:
This list of conclusions is non-exhaustive.

Editor's note:
Coordination with RAN WGs are needed.

* * * Next changes* * * 
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 23.501: "System architecture for the 5G System (5GS)".

[3]
3GPP TS 22.101: "Service aspects; Service principles".

[4]
3GPP TS 23.246: "Multimedia Broadcast/Multicast Service (MBMS); Architecture and functional description".

[5]
3GPP TS 23.468: "Group Communication System Enablers for LTE (GCSE_LTE)".

[6]
3GPP TS 26.348: "Northbound Application Programming Interface (API) for Multimedia Broadcast/Multicast Service (MBMS) at the xMB reference point".

[7]
3GPP TS 23.316: "Wireless and wireline convergence access support for the 5G System (5GS)".

[8]
3GPP TS 23.502: "Procedures for the 5G System (5GS)".

[9]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".

[10]
3GPP TS 38.300: "NR; Overall description; Stage-2".

[11]
3GPP TR 23.748: "Study on enhancement of support for Edge Computing in 5G Core network (5GC)".

[12]
RP-193248: "New Work Item on NR support of Multicast and Broadcast Services", RAN#86.

[13]
3GPP TS 23.503: "Policy and charging control framework for the 5G System (5GS); Stage 2".

[14]
3GPP TS 23.280: "Common functional architecture to support mission critical services; Stage 2".

[15]
3GPP TS 24.379: "Mission Critical Push To Talk (MCPTT) call control; Protocol specification".

[16]
3GPP TS 23.003: "Numbering, addressing and identification".

[17]
3GPP TS 29.244: "Interface between the Control Plane and the User Plane Nodes; Stage 3".

[18]
3GPP TS 26.346: "Multimedia Broadcast/Multicast Service (MBMS); Protocols and codecs".

[19]
IETF RFC 4867: "RTP Payload Format and File Storage Format for the Adaptive Multi-Rate (AMR) and Adaptive Multi-Rate Wideband (AMR-WB) Audio Codecs".

[20]
IETF RFC 5795: "The RObust Header Compression (ROHC) Framework".

[21]
IETF RFC 3095: "RObust Header Compression (ROHC): Framework and four profiles: RTP, UDP, ESP, and uncompressed".

[22]
IETF RFC 6363: "Forward Error Correction (FEC) Framework".

[23]
3GPP TS 29.116: "Representational state transfer over xMB reference point between content provider and BM-SC".
[x]
IETF RFC 7450 Automatic Multicast Tunneling.
[x+1]
IETF RFC 8277 DNS Reverse IP Automatic Multicast Tunneling (AMT) Discovery.
[x+2]
IETF RFC 3552 Guidelines for Writing RFC Text on Security Considerations.
* * * Next changes* * * 
2

PDU Session
Multicast Session Context
- Multicast Session ID
- a single multicast address
- defines the group of UEs that joined multicast session providing multicast communication service
Multicast Flow
- Multicast Flow ID
- Policy requested by AF via PCF/NEF
- Packet filter (media sub-component and its flow description as per 29.514, i.e. IPFilterRule [29.514])
1
1..*
*
1..*
QoS Flow for multicast data
- QoS Flow ID
(NOTE)
1
1..*
1 – 1 association
Multicast Service Context
- MBS Service ID = TMGI.
- IP multicast address
- List of <packet filter, QoS parameter>
- Service parameters, e.g. session start time
0,1
1



