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1. Introduction/Discussion
This paper updates Solution 7 to resolve the following Editor’s Notes. 
Editor’s Note: Establishing an MP-QUIC connection per UDP flow can lead to numerous QUIC connections in the UE and, especially, in the UPF. This requires the UE and the UPF to keep state information for many simultaneous QUIC connections (thus large memory requirements) and, also, requires a way (e.g. an inactivity timer per QUIC connection) to clear the connection and the associated state information. It is FFS whether the number of QUIC connections can be reduced.
Editor’s Note: For a UDP flow initiated at the UPF (i.e. when the UPF receives a DL packet via N6 for which there is no associated QUIC connection), it is FFS how a QUIC connection for this UDP flow can be established. 
Regarding the first Editor’s Note, it is proposed to consider the MP-QUIC connection per PDU Session in order to reduce the number of MP-QUIC connections.
For the second Editor’s Note, as the first packet of a UDP flow could always be sent by the UE side, i.e. from Client to Server via UPF, there is no UDP flow whose first packet is a DL packet via N6. Then if the MP-QUIC connection is established per UDP flow, the MP-QUIC connection establishment can be initiated with the UL traffic, so the MP-QUIC connection is ready in UPF for DL packet received via N6.    
2. Text Proposal
It is proposed to capture the following changes in the TR 23.700-93.
[bookmark: _Toc519004414]* * * * First change * * * *
[bookmark: _Toc43336544][bookmark: _Toc43708098][bookmark: _Toc43708172][bookmark: _Toc43708248][bookmark: _Toc44670874][bookmark: _Toc50381007][bookmark: _Toc50533612]6.7	Solution #7: Proposed solution based on MP-QUIC
[bookmark: _Toc43336545][bookmark: _Toc43708099][bookmark: _Toc43708173][bookmark: _Toc43708249][bookmark: _Toc44670875][bookmark: _Toc50381008][bookmark: _Toc50533613]6.7.1	Introduction
[bookmark: _GoBack]This solution addresses KI#2 on Additional Steering Functionalities.
The ATSSS feature is to enable UE simultaneously connecting to the 3GPP access and non-3GPP access. Then the traffic can take advantage of both accesses resource to raise the bandwidth or/and access reliability. In release-16, for UDP traffic, it can only be supported by the ATSSS-LL functionality, thus an IP packet flow cannot be split over both accesses, so actually the increase of bandwidth requirement is not achieved. This solution is proposed to introduce a new steering method based on MP-QUIC to resolve this issue, referring to the KI#2 on additional steering methods.
This solution applies to UDP based application traffic only, with IP-based MA PDU Sessions (IPv4, IPv6, IPv4v6).
[bookmark: _Toc43336546][bookmark: _Toc43708100][bookmark: _Toc43708174][bookmark: _Toc43708250][bookmark: _Toc44670876][bookmark: _Toc50381009][bookmark: _Toc50533614]6.7.2	High-level Description
The solution is applicable to the UDP (without QUIC) based applications.
The MP-QUIC protocol is being drafted in IETF draft-deconinck-quic-multipath-04 [y]: " Multipath Extensions for QUIC (MP-QUIC)". It is designed to support the multipath scenario, and except the QUIC connection ID, a Uniflow ID is defined for the MP-QUIC connection. When an uniflow is in use, each end host associates it with a network path. Each uniflow is an independent flow of packets over a given network path, it can experience very different network conditions (latency, packet loss rate, …). To handle this, each uniflow has its own packet sequence number space. When the MP-QUIC protocol is applied in 5G system, especially in the ATSSS architecture, the 3GPP and non-3GPP accesses are the different paths, and the different uniflows are bound to the different paths. With this uniflow, the MP-QUIC functionality can perform the congestion control on each path and support the traffic splitting per packet as MPTCP. Therefore, it is proposed to define the MP-QUIC functionality to be supported by the UE and UPF, see the following figure 6.7.2-1 for the model on the UE side. The UDP fragmentation can be avoided by restricting the maximum QUIC packet size.
NOTE 1:	ECN can be supported. For transparent proxy mode, the IP/UDP headers of the original packet are transported between UE and UPF without any change. For non-transparent proxy mode, all the IP/UDP headers of the original packet are transported unchanged except the source IP address and port for downlink packet and destination IP address and port for uplink packet.

-
Figure 6.7.2-1: Steering functionality of MP-QUIC in the UE
This MP-QUIC functionality can be applied to steer, switch and split the UDP traffic of applications allowed to use MP-QUIC. The MP-QUIC functionality in the UE communicates with an associated MP-QUIC Proxy functionality in the UPF, by using the MP-QUIC protocol over the 3GPP and/or the non-3GPP user plane. MP-QUIC functionality can support any steering modes as defined in Rel-16.
NOTE 2:	If the application applies MP-QUIC with the server, there is no need to enable the MP-QUIC functionality between the UE and UPF. If the application applies QUIC with the server, the solution #8 as described in sublcause 6.8.2 is applied.
The MP-QUIC connection is established between the UE and the UPF per IP flow as defined in subclause 6.7.2.1 and 6.7.2.2a, or per PDU Session as defined in subclause 6.7.2.2b.
The application data encapsulation description is as defined in clause 6.8.2, similar as QUIC functionality. One or more MP-QUIC connections between the UE and the UPF may be established based on information received in the procedure described in clause 6.7.3. These MP-QUIC connections can be encrypted or NULL encrypted. The NULL encrypted solution is similar as solution #8, referring to the description in clause 6.8.2.
NOTE 3:	The Protocol stack in the UPF towards the server is based on UDP protocol, i.e. the application data is encapsulated with UDP header.
Similar as MPTCP functionality, the MP-QUIC proxy functionality is deployed in the UPF, and the UPF can be transparent MP-QUIC proxy, or non-transparent MP-QUIC proxy.
For both transparent and non-transparent MP-QUIC proxy, the UPF allocates the link-specific IP addresses to the UE, and these link-specific IP addresses may be the same or different with link-specific IP addresses for MPTCP. The UPF can detect the MP-QUIC traffic based on the UE link-specific IP address and forward it to the MP-QUIC functionality. The MP-QUIC proxy terminates an MP-QUIC connection with UE and apply regular UDP transport to the remote host. The transparent MP-QUIC proxy and non-transparent MP-QUIC proxy solutions are described separately in the following subclauses 6.7.2.1 and 6.7.2.2.
NOTE 4:	In the case of transparent MP-QUIC proxy, the packet from the UE is encapsulated with the destination IP address of the remote server.
6.7.2.1	Transparent MP-QUIC proxy solution
The UE and UPF establish the MP-QUIC connection per IP flow, and the UPF applies regular UDP to the remote host. The MP-QUIC packet is received in the MP-QUIC connection, the UPF removes the MP-QUIC header and then forwards it to the remote host by using UDP. The MP-QUIC establishment procedure via user plane is defined in IETF draft-deconinck-quic-multipath: "Multipath Extensions for QUIC (MP-QUIC)". 
Editor’s Note: Establishing an MP-QUIC connection per UDP flow can lead to numerous QUIC connections in the UE and, especially, in the UPF. This requires the UE and the UPF to keep state information for many simultaneous QUIC connections (thus large memory requirements) and, also, requires a way (e.g. an inactivity timer per QUIC connection) to clear the connection and the associated state information. It is FFS whether the number of QUIC connections can be reduced.
Editor’s Note: For a UDP flow initiated at the UPF (i.e. when the UPF receives a DL packet via N6 for which there is no associated QUIC connection), it is FFS how a QUIC connection for this UDP flow can be established. 
The UP protocol stack for transparent MP-QUIC solution is shown below, taking untrusted non-3GPP access as an example. (The "Application payload" in the protocol stack represents the application layer traffic carried on top of UDP, i.e. it does not include the UDP/IP headers):


Figure 6.7.2.1-1: UP Protocol stack for transparent proxy. The transparent MP-QUIC solution has no impact on the QoS control.
6.7.2.2a	Non-Transparent QUIC proxy solution
In the case of non-transparent MP-QUIC proxy, similar with MPTCP solution defined in Rel-16, the network sends the MP-QUIC proxy information to the UE, i.e. the MP-QUIC functionality IP address, and port number. The UE uses this MP-QUIC IP address as the destination IP address to encapsulate the user packets. The following IETF protocol is needed in this non-transparent MP-QUIC solution, e.g. to transport the IP address of the remote server to the UPF, and details refer to Solution 8 as described in subclause 6.8.2.2:
-	IETF draft-ietf-masque-connect-udp: "The CONNECT-UDP HTTP Method".
The protocol stack for non-transparent MP-QUIC solution is shown in Figure 6.7.2.2-1, taking untrusted non-3GPP access as an example.


Figure 6.7.2.2-1: UP Protocol stack for non-transparent proxy
The UE instructs the proxy to forward the traffic to the target server, similar as described in clause 6.8.2.2 of solution #8. For the QoS control, similar mechanism is applied as defined in R16 for MPTCP, i.e. both the QoS rule and N4 rules are provided for the original IP packets.
6.7.2.2b	MP-QUIC connection per PDU Session
The MP-QUIC connection can be established between the UE and the UPF per PDU Session. When the network decides to activate the MP-QUIC based functionality for an MA PDU Session, the network shall provide the following “MP-QUIC connection setup information” to the UE in the PDU Session establishment procedure.
a.	two UE IP addresses/prefixes called "link-specific multipath QUIC" addresses (one for each access); and
b.	the UPF IP address(es) and port(s), where the MP-QUIC connections are to be setup.
After the UE receives the “MP-QUIC connection setup information”, the UE initiates the establishment of MP-QUIC connection via MP-QUIC based functionality in user plane between the UE and the UPF. This MP-QUIC connection is applied to encapsulate the application data (i.e. UDP payload) as defined in Solution 7/14, or to encapsulate the IP/UDP packet (i.e. MP-QUIC connection is treated as tunnel) as defined in Solution 6.
The MP-QUIC based functionality defined in Solution 7/14/6 can be reused to establish the MP-QUIC connection. But this MP-QUIC Connection is shared by all the IP flows which is allowed to apply MP-QUIC based steering functionality in this MA PDU Session. Especially, if the different IP flows are in the same QoS flow and applies the same RQI, these IP packets may also be encapsulated in the same MP-QUIC packet, i.e. multiplex per packet. If these IP flows belong to different QoS flows or have different RQIs, these IP packets cannot be encapsulated in the same MP-QUIC packet. 
NOTE 5:	As described in the IETF QUIC protocol, if the different IP packets are bundled into a single QUIC packet, loss of that packet blocks all the IP flows from making progress. Therefore, it is advised to bundle as few different IP packets as necessary in outgoing QUIC packets without losing transmission/forwarding efficiency to underfilled packets. This is the same for MP-QUIC. Additionally, multiplex per MP-QUIC packet will also impact the forwarding efficiency, e.g. assembling/unassmbling the inner different IP packets will reduce the UPF processing efficiency.
Apart from the above differences, MP-QUIC connection per PDU Session has the following improvements compared with Solution 6 and Solution 14.
-	Datagram-Flow-Id is applied to identify the IP flow in this single MP-QUIC connection, so there is no need to define the Global Datagram-Flow-Id across different MP-QUIC connections when the UL and DL IP flows are transported via different MP-QUIC connections as required by Solution 14.
-	The MP-QUIC connection per PDU Session can also be applied to transport the traffic via the DL-only QoS flow, so there is no need to create specific UL QoS rule for uplink messages/packet such as PING, ACK frames for the DL-only QoS flow as required by Solution 6 and Solution 14.

* * * * End of changes * * * *
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