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Abstract: This contribution proposes an evaluation and interim conclusion for KI#11.
1 Discussion
For this contribution it is assumed that when a distributed NWDAF (perhaps collocated to an NF) starts serving a UE for a specific Analytics ID it registers this into the UDM. The same way as other NFs does when they start serving a UE. This is described in solution#10 and is being concluded in other contribution.
This contribution proposes to use Event Exposure as data collection from NWDAF as proposed in solution#12. As an optimization some parts from solution#58 may be introduced to lower the signalling from NWDAF. Following parts are suggested to be introduced:
For Event Exposure from NWDAF only runtime mode shall be available, similar to any other NF.

The DRF logical functionality shall be used to store data. When DRF is a standalone or collocated NF, then no bulk data service is needed from the NWDAF, only data retrieval from DRF is needed.
As mentioned DRF may be hosted inside NWDAF. If DRF is hosted inside NWDAF then bulk data collection may be supported from NWDAF using the new data management service. This service shall be aligned with the bulk data retrieval directly from DRF or via DCCF. 
If a consumer requests to receive or store data (e.g. in DRF) persistently from an NF (including NWDAF) it requests this via UDM. If a DCCF is deployed the request goes via the DCCF.
Solution#37 is introducing statistics on exposed data from NF. Statistics is deemed to be NWDAF task. It also introduces bulk data collection. The same is also proposed in other solutions for NWDAF. This contribution suggests consolidating solution#37 and solution#58 into doing all pre-processing of data in an NWDAF, preferably distributed (perhaps collocated to an NF). No parts of solution#37 is to be done in any other NF than NWDAF. Parts of solution#37 can be performed in a distributed NWDAF. Following parts are suggested to be included into NWDAF (some may be put as optional in normative phase):

Signalling Reduction: Data collection of past events 

Deactivate notification flag and Activate-deactivate notification flag functionality consolidated with Suppression of Notification in sol#10 is sent towards a distributed NWDAF. When bulk data is collected it shall use the new data management service.  

Alternatively, the event provider NF is configured to stream out events for all the UEs it serves without a trigger from the NWDAF, with a limit in the number of stored events; when this number is reached, the NWDAF continues to store new events and deletes the oldest events. This has high impact on CPU and memory load and care must be taken when utilized.
Data Volume Reduction: Data Collection of aggregated data
Distributed NWDAF stores the Events from NFs.

Switching on this for all UEs, has high impact on CPU and memory load and care must be taken when utilized.
The partition criteria proposed in solution#71 introduces heavy load on the NF performing the partitioning. The load is particular large for criteria that are “dynamic” seen from a UE perspective. This is an optimization that has little proven gain compared to already existing mechanism. From this solution only “static” criteria shall be progressed. A Static criteria is a criteria where a UE belongs to the same criteria as long as it is served by the NF. 
For Sol#72 there has been no clear use cases brought forward for sending Analytics between NFs and what the receiving NF shall use the Analytics for. No firm statement on what is expected from the source NF is stated. This is also an optimization that will be performed very rarely since the procedures mentioned are done rarely. Therefore this optimization is not deemed to be part of rel-17
Sol#36 seems to be better to introduce when we also specify how to retrieve data from UPF. So it is not deemed to be part of Rel-17.
Sol#34 introduces counter proposals to functionality under Architectural aspects that is making use of DCCF and was agreed in last meeting. Where the DCCF is believed to be used to Identify the redundancy. And the DCCF may also be used to change the Filters accordingly. Therefore, this solution is thought of not to be needed, since what this solution solves can be achieved by a solution with DCCF.
2 Text Proposal

It is proposed the following changes to TR 23.700-91.
* * * * First Change * * * *

7.11
Key Issue #11: Increasing efficiency of data collection
The solutions in KI#11 can be classified into three categories according to the issues that they mainly address for achieving efficient data collection:

a)
Signalling reduction via architectural changes (intersecting with KI#2): Sol #1, #9, #10 (case considering DCCF), #12, #15, #16, #35, #39.

b)
Signalling reduction via parametrization and services changes: #58, #70, #72.

c)
Signalling reduction on Tracking and Discovery of Entities: #10, #32, #36, #69.

d)
Signalling reduction via parametrization and services changes specific to event exposure framework: 33, #34, #37, #38, #71.

Solutions in group "b" and "c" are independent (except from Sol #34) from the architectural issues proposed in solutions from group "a". Therefore, solutions in group "b" and "c" can co-exist with any decision taken regarding solutions of group "a".

The evaluation of the solutions in the category "Signalling reduction via parametrization and services changes" is provided as follows:

-
Sol #58 provides three alternatives for the definition of services that are able to provide bulked data collected for an analytics ID, the bulked data being plain collected data, aggregated collected data, or analytics ID with the collected data for generating such analytics output. The operation principles of the alternative services can be applied in NWDAF-to-NWDAF interactions for data collection as well as in NWDAF-to-Dedicated NF (e.g., DCCF). Alternatives #1 (when combined with sol#37) and #3 allow the communication models: subscribe-notify; request-response; asynchronous initiated by consumer. The alternatives can co-exist and allow different alternatives for data collection during training or inference.

For this solution following is suggested to move forward with in Normative phase:
For Event Exposure from NWDAF only runtime mode shall be available, similar to any other NF.
The DRF logical functionality shall be used to store data. When DRF is a standalone or collocated NF, then no bulk data service is needed from the NWDAF, only data retrieval from DRF is needed.

DRF may be hosted inside NWDAF. If DRF is hosted inside NWDAF, then bulk data collection may be supported from NWDAF using the new data management service. All services handling bulk data retrieval either from NWDAF, directly from DRF or via DCCF shall be aligned.
-
Sol #70 provides extensions to UDM Event exposure services so that NWDAF can delegate to UDM the control of lifecycle changes in event subscriptions at SMF and AMFs when changes in NFs serving UEs happens in the system. This solution allows the management of event subscription to serving NFs to be transparent to NWDAF.

It is suggested to move forward with this solution in Normative phase.
-
Sol #72 proposes to extend the mechanisms of UE context transfer to allow analytics information generated for the UEs to be transferred from an initial consumer of analytics ID for such UE to a new consumer. Such mechanism eliminates the need for extra signalling between new serving NF for the UE and NWDAF to retrieve previous generated analytics IDs for such UE.
There have been no clear use cases brought forward for sending Analytics between NFs and what the receiving NF shall use the Analytics for. No firm statement on what is expected from the source NF is stated. This is also an optimization that will be performed very rarely since the procedures mentioned are done rarely. Therefore, this optimization is not deemed to be needed in rel-17.
The evaluation of the solutions in the category "Signalling reduction on Tracking and Discovery of Entities" is provided as follows:
-
Sol #10 provides extensions to UDM services in order to allow NWDAFs to register their serving UEs as well as consumers to discover the NWDAFs serving UEs. The mechanism focus on reusing existing signalling exchanged among CP NFs interacting using UE Context management services in case of SMF/AMF and via AM/SM policy association in case of PCF in order to transfer analytics related information (serving NWDAF, analytics subscriptions, analytics outputs). Interactions with NWDAFs include mechanism such as in sol #37 or sol. #58 to enable asynchronous communication initiated by consumer (e.g., suppression of notifications is equivalent to deactivation-activation flags proposed in Sol #37) at NWDAF interface for analytics generation.
It is suggested to move forward with this solution in Normative phase.
-
Sol #32 provides extensions for the reduction of signalling and data transfer among NFs and NWDAF in order for NWDAF to keep a mapping of entities (SMFs, AMFs), network properties (available S-NSSAIs, cells, access type), and PDU session properties (Application, DNN, DNAI) serving or associated to an area of interest. The extensions focus on enhancements to status information exposed by NRF, to event exposure services exposed by AMF and SMF. The proposed procedures can be invoked by NWDAF or by DCCF (if present in the network) in order to control the map of sources of data related to an area of interest.

-
Sol #36 provides a solution for determining the UPFs that are serving UE or an area of interest. This solution allows consumer of the proposed SMF event (e.g., NWDAF or DCCF, or UDM) to retrieve information about UPFs, which is essential so to determine the UPFs that should be the sources of data in order to train models, or calculated statistics analytics output of already defined ID (TS 23.288 [5] clause 6.4.2, Clause 6.5.2, Clause 6.7.3.2).
This is deemed to be better to introduce when how to retrieve data from UPF is specified. So it is not deemed to be needed in Rel-17.
-
Sol #69 proposes that NWDAFs co-located with UPF discover the UEs that they serve in two steps, first discovering SMFs in the same NWDAF serving area, and then by subscribing to SMF events to extract the UE information from each PDU session event exposed by SMF with appropriated filter without defining the appropriated filters. Sol #69 and Sol. #36 are complementary when it comes to identifying the relationship of UPFs serving UEs or are of interest, as Sol #69 is a sub-case with the assumption that identifying the UPF it is equivalent to identify the co-located NWDAF serving such UE in the UP. NWDAF register itself in UDM identifying the set of UEs that it serves so that NWDAF consumers can identify the proper NWDAF to expose UPF data related to the UEs by querying UDM, following the same principle from Sol #10. UPF registers at NRF the identification of the co-located NWDAF.
7.11.1
Evaluation for solutions based on event exposure service enhancement
Solution evaluation for the KI#11 - Reduce signalling load for data collection.

The proposed solution #34, #37, #38, #33 and #71 enhance the event exposure services that the NWDAF consumes to collect data in order to addressing the KI#11, independently of whether there is an intermediate function or not between the event exposure service producer NF and the NWDAF (as event exposure service consumer NF).

The impacts of the proposed solution #34, #37, #38, #33, #71 on the event exposure service producer and consumer NF are shown in the following table.

Table 7.11.1-1
	
	Impact on producer NF: Event Exposure Aspect
	Impact on producer NF: Data Storage Aspect
	Impact on producer NF: Data Processing Aspect
	Impact on consumer NF (other than the request for event exposure)

	Sol#34
	Yes
	No
	No
	Yes

	Sol#37
	Yes
	Yes
	Yes but negligible
	No

	Sol#38
	Yes
	Yes
	Yes
	Yes

	Sol#33
	Yes
	No
	No
	No

	Sol#71
	Yes
	No
	Yes
	No


Some details about the impacts on the event exposure service producer and consumer NF are provided in the following.
Impact on event exposure service producer NF: Event Exposure Aspect
The changes on the event exposure request transmitted from the consumer NF to the producer NF are evaluated.

The impact on the interface indicates that the information will not be provided in the Rel-16 NWDAF subscription request and these new solutions will not be used by the Rel-16 NWDAF.

And on the other hand, since the proposed solutions do not remove any parameter from the event exposure requests which are defined in the Rel-16, the Rel-16 NWDAF can still use the event exposure service framework to collect data.Sol#34: the producer NF needs to check if the received event exposure subscription request including the additional Accessible NF IDs parameter meets the redundancy condition;

Sol#37: the producer NF needs to halt/resume the notification based on additional parameters Deactivate notification flags and Activate-deactivate notification flag;

Sol#38: the producer NF needs prepare the notification based on the additional parameters Event Reporting Granularity and Reporting Type

Sol#33: the producer NF needs to support Additional filters for event exposure service.

Sol#71: the producer NF needs to receive a subscription message containing the additional partition criteria parameter to prepare the notification.

Impact on event exposure service producer NF: Data Storage Aspect
Considering that the total amount of the data needed to be stored may be large, in order to support the proposed solution, more storage resource may be required for the Rel-17 producer NFs comparing to the Rel-16 ones. This is an additional requirement on the resource deployment and allocation. And this may become an impact when the operators try to upgrade the NF to support Rel-17. An appropriate trade-off must be found between the volume of data that needs to be stored in NF and the volume and frequency of data collection.

Sol#34: No additional data storage is required.

Sol#37: the producer NF needs additional storage to store the past collected events not already sent to the consumer NF and also to store historical event data for the data aggregation performed at the producer NF. Moreover, as the storage requirement may be varied for each of the subscriptions, for example, the aggregation level is different in different subscription request, the overall data storage requirement of a producer NF may change dynamically. However, the list of past events may be bounded by a maximum.

Sol#38: If the Event Reporting Granularity is set: the producer NF need to store the data of the first Notification. So that for each time there is new notification, the producer NF can load/read/retrieve the stored notification and compare it with the data for the difference.

Sol#33: No additional data storage is required for the event exposure producer NF.

Sol#71: No additional data storage is required for the event exposure producer NF.

Impact on event exposure service producer NF: Data Processing Aspect
In this part, it is evaluated that comparing to the Rel-16 solution (i.e. based on the event exposure service requested without the additional parameters introduced by these solutions), whether or not the producer NF needs additional data process procedure to be applied on the event exposure data, especially the data process procedure which is applied with respect to every single piece of the data. The additional data process procedure may require more computing resource to be allocated to the NF. The data processing requires more computing resource when the amount of the generated event data increases. Similar to the impact on the data storage aspect, the additional data processing requirement of the proposed solution on data processing may have impact on the producer NF deployment.

Sol#34: No additional data processing is required for the event exposure producer NF.

Sol#37: Depending on the value of aggregation periods, the producer NF may need additional data processing power (such as calculation power) to perform the data aggregation. However, as the computation is incremental, the additional load is negligible. And the aggregation level may have influence on the data processing power required.

Sol#38: If the Event Reporting Granularity is set: when there is new notification generated, the producer NF needs to calculate the difference between the new notification and the stored (first) notification. And then, the producer NF will also need to compare the calculation result with the Event Reporting Granularity to see whether the calculation result exceeds the Event Reporting Granularity or not.

Sol#33: No additional data processing is required for the event exposure producer NF.

Sol#71: the producer NF need to evaluate each of the event data using the partition criteria value provided, so that the data can be sorted into different groups (sub-population/stratum) for further sampling procedures.

Impacts on Event Exposure Service Consumer NF
In this part, the consumer NF is evaluated in the cases where the consumer NF requests the service with and without the proposed additional parameters in its request. We'd like to see if there are any additional operations or additional requirements needed in the consumer NF so that the data received can be used.

As mentioned in the Impact on interface for subscription request, in all the proposed solutions, the event exposure service consumer NF needs to support the corresponding enhancement in the subscription request.

Sol#34: Multiple event exposure service consumer NFs, such as NWDAFs, need accessibility to the same data. (For example, multiple NWDAFs connect to the same data repository at the same time). In the case where the NWDAF needs to retrieve the data via other NWDAF, additional signalling is needed with necessary coordination between NWDAFs.

Sol#37: From the perspective of the event exposure service, there is no impact on the event exposure service consumer NF.

Sol#38: If the Event Reporting Granularity is set, the consumer NF needs to identify and store the first notification received from the producer NF. And if the Reporting Type indicates that the arrival notification uses a set of data that has difference from the previous notification, the consumer NF needs to calculate what the real data is based on the newly arrival notification and the previous notification.

Sol#33: From the perspective of the event exposure service, there is no impact on the event exposure service consumer NF. However, for the NWDAF who acts as the event exposure service consumer NF, the additional filters proposed in the solution should be supported in the first place.

Sol#71: From the perspective of the event exposure service, there is no impact on the event exposure service consumer NF. However, the knowledge about the partition criteria value is required especially when such partition criteria may have a tight relationship with the analysing algorithm implemented in NWDAF for providing analytic services.

Evaluation of the range of applicable scenarios

The proposed solution #34, #37, #38, #33 and #71 can be further separated into two groups.

The solution #38, the data volume reduction part of the solution #37 and the solution #71 are based on the data within the content of the notification.

On the other hand, the solution #33, #34 and the signalling reduction part in the #37 can work regardless of the content included in the notification. In other words, the solution #33, #34 and the signalling reduction part of solution #37 can be applied in scenarios where some other solutions based on the data within the content of the notification are also applied.

Solutions #37 (volume reduction part), #38, #71 can be used as tools for supporting the quality of data being collected for analytics processes (training, inference).

Evaluation of data collection reduction effect

Solution #33 (Efficiency mechanisms) provide extensions to NFs capabilities and NF services to allow the reduction of the need for NWDAF (or DCCF if present) to subscribe to events with "any UE" and then sort out the content and discard the unnecessary data (which leads to waste on transmission of unnecessary data).

Solution #33 (Sobriety) complements the efforts in R16 in order to limit the amount of data traffic from NFs to NWDAF. Sol #33 introduces the mechanisms to limit the data transfer from NWDAF to NFs, by enhancing the subscription and output parameters of NWDAF services.

Solutions #37 (reduction of volume part) and #38 focus on enhancement at the data source in order to process the data to be expose to the consumer. Sol#37 (reduction of volume part) reduces volume of data by pre-processing events (e.g., aggregation of data from generated events), while Sol#38 achieves volume reduction based on exclusion of data samples (if not relevant according to criteria) to be notified in the exposed event.

One of the benefits of solution #37 (signalling reduction part) is to reduce signalling load of data collection when the timing to acquire such data is not sensitive (e.g., training a model, or preparing data to handle future requests of analytics IDs).
Solution#37 is introducing statistics on exposed data from NF. Statistics is a NWDAF task. It also introduces bulk data collection. The same is also proposed in other solutions for NWDAF. Therefore, it is suggested to consolidate solution#37 and solution#58 into doing all pre-processing of data in an NWDAF, preferably distributed (perhaps collocated to an NF). No parts of solution#37 is to be done in any other NF than NWDAF. Parts of solution#37 can be performed in a distributed NWDAF. Following parts are suggested to be included into NWDAF (some may be put as optional in normative phase):

Signalling Reduction: Data collection of past events. 

Deactivate notification flag and Activate-deactivate notification flag functionality consolidated with Suppression of Notification in sol#10 is sent towards a distributed NWDAF. When bulk data is collected it shall use the new data management service.  

Alternatively, the event provider NF is configured to stream out events for all the UEs it serves without a trigger from the NWDAF, with a limit in the number of stored events; when this number is reached, the NWDAF continues to store new events and deletes the oldest events. This has high impact on CPU and memory load and care must be taken when utilized.

Data Volume Reduction: Data Collection of aggregated data.
Distributed NWDAF stores the Events from NFs. Switching on this for all UEs, has high impact on CPU and memory load and care must be taken when utilized.
The effect of sol #71 is to ensure that relevant data for analytics processes (training and/or inference) are exposed by the source NFs, therefore reducing the waste of on collected data which is not representative, or the need for massive data collection in order to create datasets with good quality for analytics processes. 
The partition criteria proposed in solution#71 introduces as stated above heavy load on the NF performing the partitioning. The load is particular large for criteria that are “dynamic” seen from a UE perspective. This is an optimization that has little proven gain compared to already existing mechanism. From this solution only “static” criteria shall be progressed. A Static criteria is a criteria where a UE belongs to the same criteria as long as it is served by the NF.
In Sol# 34, the redundancy among the event exposure notifications is checked at the producer NF. The signalling caused by the redundant event notification can be saved. Moreover, if the multiple NWDAFs have the accessibility to the same data repository (e.g. the multiple NWDAFs are collocated), the additional signalling for the NWDAF to retrieve data via another NWDAF can be saved.
Sol#34 introduces counter proposals to existing agreed functionality under Architectural aspects that is making use of DCCF. Where the DCCF is believed to be used to Identify the redundancy. And the DCCF may also be used to change the Filters accordingly. Therefore, this solution is thought of not to be needed, since what this solution solves can be achieved by a solution with DCCF.
* * * * Second Change * * * *

8.11
Key Issue #11: Increasing efficiency of data collection- Interim conclusion
8.11.1
Architectural Data collection aspects  
For KI#11 for Data collection aspects, it is proposed list of principles are agreed for normative work as follows:

-
When a Data Collection Coordination Function (DCCF) is deployed it is used to coordinate collection of data from one or more NF(s) based on data collection requests from one or more Consumer NF(s).

-
Data Collection Coordination Function (DCCF) and Data Repository Function (DRF) are to be standardized.

NOTE 1:
DCCF and DRF can be standalone NFs, possibly co-located with NWDAF, or can be hosted by NWDAF.

-
Data Collection notification to one or more Consumer NF(s) may be supported via a Messaging Framework. Adaptors supporting 3GPP services allow NFs to interact with the Messaging Framework
NOTE 2:
The Messaging Framework is outside the scope of 3GPP. Adaptors are not expected to be standardized by 3GPP, only the interface between 3GPP entities and the adaptors is under 3GPP scope. This includes 3GPP services offered by adaptors to allow NFs to interact with the Messaging Framework.
-
If no DCCF is deployed, a consumer’s requests to receive or store data (e.g. in DRF) persistently (over e.g. registering cycles) from an NF (including NWDAF) via UDM. 
-
The NWDAF analytics function interacts directly with the DCCF to request the collection of data. The NFs interact directly with the DCCF to request analytics to an NWDAF.
NOTE 3:
Based on the outcome of KI#1, decomposed NWDAF functions can also use the above new functions.
-
The DCCF interacts with the NFs to collect data, or via UDM for persistent data collection.
-
Data is collected in a standardized manner from one or more NF(s) (including NWDAF) and OAM system.
-
For data collection from NWDAF following methods may be available:

· Event Exposure from NWDAF only for runtime mode.
· The DRF logical functionality shall be used to store data. When DRF is a standalone or collocated NF, then no bulk data service is needed from the NWDAF, only data retrieval from DRF is needed.
· As mentioned DRF may be hosted inside NWDAF. If DRF is hosted inside NWDAF, then bulk data collection may be supported from NWDAF using a new data management service. All services handling bulk data retrieval either from NWDAF, directly from DRF or via DCCF mentioned in bullets below shall be aligned. 
-
The collected data and/or produced data can be stored in the DRF, which exposes the standardized interface for storage. In this case, DRF act as data source for the stored data.

-
Consumers NF(s) (e.g. NWDAF) access the data from DRF either directly or via a request to DCCF. The data that the NWDAF obtains directly from the DRF will be determined in the normative phase.

-
If a consumer NF makes a request for data via DCCF and that data are already available at the DRF, the DCCF forwards the request to DRF instead of forwarding the request to NF.

-
It is possible to use the NRF for discovery of new DCCF and DRF.

NOTE 4:
Additional authorization for Consumers to access data from a Data Source via the DCCF and to access data from DRF (directly or via DCCF) needs to be coordinated with SA WG3.
8.11.2
Non-Architectural Data collection aspects
For KI#11 for Data collection aspects, it is proposed to agree on principles and parts of solutions for normative work as follows:

Reduction of Frequency from NFs 

This has two main areas as shown below. The functionality is performed in a distributed (preferably collocated) NWDAF
1) Signalling Reduction: Data collection of past events 

- Deactivate notification flag and Activate-deactivate notification flag functionality consolidated with Suppression of Notification in sol#10 is sent towards a distributed NWDAF. When bulk data is collected it shall use the new data management service.

- Alternatively, the event provider NF is configured to stream out events for all the UEs it serves without a trigger from the NWDAF, with a limit in the number of stored events; when this number is reached, the NWDAF continues to store new events and deletes the oldest events. This has high impact on CPU and memory load and care must be taken when utilized.

2) Data Volume Reduction: Data Collection of aggregated data

- Distributed NWDAF stores the Events from NFs. Switching on this for all UEs, has high impact on CPU and memory load and care must be taken when utilized.
Representative UEs sampling for data collection

Only “static” criteria shall be progressed into Normative phase. A Static criteria is a criteria where a UE belongs to the same criteria as long as it is served by the NF, which performs the grouping. 

Efficient Analytics Transfer in mixed Deployments 

This optimization is not to be part of rel-17

Determining UPFs serving UEs or in Area of Interest
This is deemed to be better to introduce when how to retrieve data from UPF is specified. So it is not to be part of Rel-17.

Simplify the redundancy in event report notification for NWDAF data collection
What this solution solves can be achieved by a solution with DCCF. So it is not to be part of Rel-17.
* * * * End changes * * * *

[image: image1.png]



3GPP

SA WG2 TD


