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[bookmark: _Hlk513714389]This paper suggests an evaluation for key issue 1.

2	Conclusions
Proposal: Agree the proposed changes. 

Proposed changes to TR 23.757

[bookmark: _Toc50193145][bookmark: _Toc50467290][bookmark: _Toc50711119]7.X	Key Issue #1: MBS session management
7.X.1.	Overview over available solutions
For Key Issue #1 "MBS session management", there are 16 solutions in the TR:
· #2,#3,#4,#5,#6, #8, #9, #10, #11, #12, #13, #14, #15, #16, #32, #33.

1. General MBS Session Management (MBS Session configuration, join/leave, release, etc.)
A comparison of solutions covering general MBS Session Management procedures is shown in Table 7.X-1.
Table 7.x-1: Comparison of multicast solutions for KI#1 MBS Session Management (Part 1)
	
	Procedures

	Sol
	MBS Session
(/Service) configuration
	MBS Session Join
	MBS Session Start
	MBS Session Modification/Update
	MBS Session Leave
	MBS Session Stop
	MBS Session Delete
(/Release)

	2
	Y. Dedicated MBS session signalling procedures
	Y. Dedicated MBS session signalling
	Y. Dedicated MBS session signalling
	
	Y. Dedicated MBS session signalling
	Y. Dedicated MBS session signalling.
	Y.
Dedicated MBS session signalling.

	3
	Y. Dedicated MBS session procedures.
	Y. Enhanced PDU session mod./est. procedure
	Y. See MBS Session Join.
	
	Y. Enhanced PDU session modification procedure
	
	

	4
	Y. Dedicated MBS session procedures.
	Y. (MB/PDU) session procedure
	Y. Dedicated MBS session signalling.
	Y. (MB/PDU) session procedure
	Y. (MB/PDU) session procedure
	Y. Dedicated MBS session signalling.
	Only release per RAN node

	6
	Y. Dedicated MBS session procedures.
	Y. Enhanced PDU session est./mod. procedure
	Y. See MBS Session Join.
	
	
	
	

	10
	
	Y.
Enhanced PDU session mod./est. procedure
	
	
	Y. Enhanced PDU session mod. procedure
	
	Y. Enhanced PDU session mod. procedure

	14
	
	Y. Dedicated MBS session signalling
	Y. Dedicated MBS session signalling
	
	Y. Dedicated MBS session signalling
	Y. Dedicated MBS session signalling
	

	16
	
	Y. Enhanced PDU session est./mod. procedure
	
	
	
	
	



1. Solution addressing specific apects 
MBS Session activation and deactivation
Sol#13 and #32 propose procedures for MBS Session activation and deactivation, which are both based on Sol#3 and share much similarity. Both solutions suggest that MBS service activation is triggered via detection of UP activity by MB-UPF. Sol#32 adds control plane (i.e. multicast group configuration update by AF) triggered MBS Session activation and deactivation.

Interactions between MBSF and MBSU
Sol#33 proposes enhancements on N4/PFCP procedures to support interactions between MBSF(MSF-C) and MBSU (MSF-U). This is related to the ongoing discussion in S2-2007287 and LS S2-2006981 expected to be sent to SA4/SA6. 
Editor’s note: Feedback from SA4 is required on proposed stage 2 procedures for media processing of MBS service data and related work split.
multicast session parameters based on analytics 
Solution 8: AF derives multicast session parameters based on analytics and provides them via NEF/UDR to PCF. PCF uses them to derive policies. 
1. Broadcast specific MBS Session Management
Sol#5 and #9 propose Broadcast Session start/activation procedures, which are similar though MSF-C and MBSF are used respectively based on different baseline architectures.
Editor’s note: Usage of names “MBS-C”, “MSF” and “MBSF” needs to be aligned.
1. UE mobility / Inter-RAN Handover related MBS Session Management
Related solutions are either assigned to key issue 1 or key issue 7
A comparison of solutions for UE mobility/Inter-RAN HO related MBS Session Management procedures is shown in Table 7.X-2.
Most of these solutions have aspects dependent on the feedback from RAN WGs and also the conclusion of solution(s) selected for general MBS Session Management.
Table 7.X-2: Comparison of solutions for UE mobility/Inter-RAN handover related MBS Session Management
	
	Sol#11/#12
	Sol#15/#29
	Sol#26
	Sol#27
	Sol#39
	Sol#40
(dual RANs case)

	Procedures for delivery method switching
	Enhanced Xn HO: MB Session resource setup during Xn Handover preparation or execution phase

Enhanced N2 HO: MB Session resource setup during N2 Handover preparation phase
	Enhanced Xn/N2 HO with
UE initiated NAS multicast session join.
	Enhanced Xn/N2 HO:
Forwarding multicast data via
mapped QoS flow over PDU session from source to target RAN
	Enhanced Xn/N2 HO:
- Multicast or unicast transport established in target RAN, depending on whether target RAN supports MBS.
- Forwarding MBS data to Target RAN supporting MBS.
	Multicast->Uni-cast:UE initiated PDU Session establishment or activation;
Unicast->Multi-cast: UE initiated PDU session release or deactivation.

	Enhanced Xn/N2 HO:
- Multicast or unicast transport established in target RAN, based on UE request of unicast or multicast mode in application layer.
- Forwarding multicast data over PDU session

	Based on which solution 
	2
	4
	-
	3
	
	



NOTE:	Solutions for UE mobility/Inter-RAN HO related delivery method switching, i.e. solutions #26, #27, #29, #39 and #40, are also listed here for a common evaluation.
These solutions will be further evaluated as part of the KI#7 evaluation. 
Following list illustrates alternatives per technical aspect for evaluation.
Consideration on MB session network operations (e.g. start, stop, delete, suspend, resume, configuration, etc.):
Alternatives:	Alt 1: AMF triggers RAN for session start notification (Sol#2, 4, 5, 13, 32);
Editor's note: Session start notification needs RAN coordination.
	Alt 2: UE initiates session join after session start time if known, no session start notification (Sol#4)
Initial try of session join may be rejected by network with MB session information provisioned
Consideration on MB session user operations (e.g. join, leave, etc.):
Alternatives:	Alt 1: Operation via CP using NAS message
	> Alt 1.1: NAS message does not include associated PDU session information (Sol#2, 4, 14);
	> Alt 1.2: NAS message includes associated PDU session information (Sol#3, 4, 6, 10, 16, 32);
	> Alt 1.3: NAS message includes application layer container (Sol#4);
Allow application specific MB session join/leave operation
	Alt 2: Operation via UP (Sol#2, 3, 4, 32)
	Alt 3: Operation via CP using RRC message for UE in RRC-INACTIVE state (Sol#4)
	Alt 4: Support aggregation of multiple session join/leave requests on UE (Sol#4)
Uses multiple MB session IDs in NAS message
	Alt 5: Support session leave silently (Sol#4)
	Alt 6: Support AF initiated MB session user operations (Sol#3, 8)
AF provides information of UE and MB session to 5GS for transmission resource setup to a user
Consideration on MB-SMF selection for MB session user operations:
Alternatives:	Alt 1: AMF queries NRF (Sol#2, 16);
	Alt 2: AMF queries UDM/UDR if session join via CP without PDU session information (Sol#4);
	Alt 3: AMF selects MB-SMF based on S-NSSAI and DNN (Sol#6, 10, 14);
	Alt 4: UPF notifies SMF of session join via UP, SMF informs AMF to select MB-SMF (Sol#2, 16);
	Alt 5: SMF selects MB-SMF (Sol#3, 4, 32)
UPF notifies SMF of session join via UP, SMF selects MB-SMF, or SMF receives signalling of session join with PDU session information and selects MB-SMF
Consideration on selection of 5GS Shared or Individual MBS traffic delivery method:
Alternatives:	Alt 1: AMF determines the delivery method (Sol#2);
	Alt 2: SMF determines the delivery method (Sol#3)
	Alt 3: MB-SMF determines the delivery method (Sol#4)
	Alt 4: Criterial for delivery method determination
	> Alt 4.1: RAN node 5MBS capability (Sol#2, 4)
	> Alt 4.2: UE count under a RAN node (Sol#4)
	> Alt 4.3: UE count of a MB session (Sol#4)
	> Alt 4.4: AF indication of individual delivery disablement (Sol#2)
Consideration on session context management in 5GC:
Alternatives:	Alt 1: AMF stores the session context (Sol#2);
	Alt 2: MB-SMF stores the session context (Sol#2, 4, 6, 9, 10);
	Alt 3: SMF stores the session context (Sol#3);
	Alt 4: MBSF stores the session context (Sol#2);
Consideration on MB session ID (e.g. TMGI, HL MC address etc.) for MB session identification:
Alternatives:	Alt 1: 5GC internally assigned ID (Sol#2, 4)
	> Alt 1.1: With 1-1 mapping to an IP multicast address or a source specific multicast address (Sol#2);
	> Alt 1.2: With m-1 mapping to an IP multicast address or a source specific multicast address (Sol#4)
AF uses same IP multicast address for multiple MB sessions (e.g. distinguished by source port) to avoid frequent maintenance of IP multicast routing over internet
	> Alt 1.3: With 1-1 mapping to N6 tunnel for non-IP multicast service (Sol#4);
	Alt 2: AF assigned ID (Sol#3)
5GS does not assign internal ID, while uses IP multicast address or source specific multicast address as MB session ID
Consideration on N3 tunnel operation for 5GC Shared MBS traffic delivery method:
Alternatives:	Alt 1: AMF forwards signalling for shared N3 tunnel setup/release from RAN to MB-SMF (Sol#2, 3, 4);
	> Alt 1.1: RAN indicates MB-SMF ID to AMF for signalling forwarding (Sol#3, 4)
	> Alt 1.2: RAN indicates MB session ID to AMF for signalling forwarding (Sol#2)
AMF manages MB session context and determines the MB-SMF accordingly (Sol#2)
	Alt 2: Keep shared N3 tunnel when session stopped and release during session delete (Sol#2)
	Alt 3: Release shared N3 tunnel during session stop (Sol#4)
Consideration on N9 tunnel operation if needed:
Alternatives:	Alt 1: SMF gets N9 DL tunnel information (similar as C-TEID) from MB-SMF (Sol#4)
SMF provides the N9 DL tunnel information to UPF, and UPF associates the PDU sessions with the N9 DL tunnel information
	Alt 2: SMF provides N9 DL tunnel information to MB-SMF for multicast flow redirection (Sol#3, 4)
SMF provides the N9 DL tunnel information to UPF, and UPF associates the PDU sessions with the N9 DL tunnel information
Consideration on PSA-UPF joining into multicast tree for 5GC Individual MBS traffic delivery method if needed:
Alternatives:	Alt 1: SMF gets LL MC address from MB-SMF (Sol#2, 4)
	Alt 2: SMF gets HL MC address from MB-SMF (Sol#2, 4)
Consideration on service parameters provisioning:
Alternatives:	Alt 1: UDR is the storage place (Sol#3, 4, 8);
	Alt 2: MBSF is the storage place (Sol#6)
	Alt 3: MB-SMF is the storage place (Sol#2)
Consideration on UE mobility in CM-CONNECTED and RRC-CONNECTED state:
Alternatives:	Alt 1: Support handover for MB session with forwarding option (Sol#15, 27)
Editor's note: Handover with forwarding option needs RAN coordination.
	> Alt 1.1: Source gNB forwards data of MB session to target gNB if needed
	> Alt 1.2: Uses SN number of packet assigned by CN for packet loss/duplication determination
	Alt 2: Support handover for MB session without forwarding option (Sol#11, 12)
Consideration on Xn handover:
Alternatives:	Alt 1: Target gNB interacts with 5GC during handover preparation phase if needed (Sol#11, 15)
	> Alt 1.1: Target gNB responses to the source gNB after exchange messages with AMF for adding the target gNB into the MB session (Sol#11)
	> Alt 1.2: Target gNB simultaneously responses to the source gNB and exchanges messages with AMF for adding the target gNB into the MB session (Sol#15)
	Alt 2: Target gNB adds into the distribution tree during handover execution phase if needed (Sol#11, 15)
Consideration on N2 handover:
Alternatives:	Alt 1: Target gNB adds into the distribution tree during handover preparation phase if needed (Sol#12, 15)
	> Alt 1.1: MB-SMF setups transmission resource to target gNB via AMF if needed (Sol#12)
	> Alt 1.2: Target gNB sends N2 message to AMF after receiving the instruction from 5GC if needed (Sol#15)
	Alt 2: Target gNB adds into the distribution tree during handover execution phase if needed (Sol#15)
7.X.2.	Discussion
7.X.2.1	Multicast solutions
Trigger for establishment of multicast sessions in the PLMN
Many solutions (e.g. Solution 2, 3, 4, 6) suggest that a multicast session is created in the PLMN when the AF requests a reservation of resources for a multicast session. Some solutions also allow the creation of a multicast session based on configuration. Some solutions (e.g. solution 3, 4) in addition allows for a dynamic creation of multicast sessions in the PLMN without any AF interaction and configuration when it is observed that a UEs joins a multicast session in an external network (e.g. via IGMP join using a source specific multicast address of the external network). All options seem to offer advantages. 
Regarding the dynamic trigger for a creation of multicast sessions without any configuration:
-	It is not enough that clients activate the reception of a Multicast group, there needs to be a sender. Thus, application level service announcement and/or service negotiation is assumed. The Multicast sender may not be aware whether there are zero or more receivers.
-	Support of IP Multicast on the public internet (external Data Network) is not widespread since IGMP is not used between routers and PIM or other routing protocols are used. IP Multicast is primarily used in private or enterprise networks, i.e. within one autonomous domain where there is coordination between Multicast sender and receiver, since IP Routing must be configured.
Editor´s note: Further text updates to reflect the possibility of tunneling multicast through the public internet using RFC 8777 are required.

Join/Leave Operation:
All solutions for multicast contain an operation where the UE indicates to the network the desire to receive contents of a multicast session. 
Most solutions suggest that control plane signalling can be used for that purpose. In addition, many solutions (e.g. 2, 3 and 4) allow for a user plane based join/leave operation. Solution 16 suggests using the control plane PDU session establishment signalling. For control plane signalling, solution 4 suggests aggregation of multiple session join/leave requests on UE and allow application specific MBS session join/leave operation. Solution 4 also suggests that UE can leave an MBS session silently. Solution 3 and 8 suggest AF can interact with 5GS for a user to join/leave an MBS session.
	How the UE join/leave the MBS session.
	Both CP and UP
	CP only

	solution
	#2, #3, #4, #10, #16
	#6, #8



For CP join, there are further differences in what signalling is used:
	CP join signalling
	PDU session related signalling
	Dedicated signaling

	solution
	#3, #4, #10, #16
	#2, #4, #8



Using control plane signalling offers the advantage that it works independent of an established PDU session and is easily accessible in the AMF, and that is more flexible.
Different view whether IGMP Join is really needed is expressed (e.g. in S2-2007266):
-	Join/Leave operation via UP signalling can be avoided by means of the 5G-RG snooping the UP Join/Leave from the STB and convert it to CP(NAS) signalling. With this, the system impact for 5MBS can be minimized as far as join/Leave is concerned.
-	For applications which expect to use IGMP/MLD Join to receive content, the 5MBS capable UE (including 5G RG) snoops the IGMP/MLD message and converts IGMP/MLD Join/Leave to NAS Join/Leave.
Using user plane signalling (IP IGMP join) offers the advantage that it is well aligned with IP technologies. It avoids double signalling if a UE wants to join an external multicast session and is also well suited as dynamic trigger for a creation of multicast sessions.
Using PDU session related signalling can achieve an integrated MBS and PDU session management as well as an easier upgrade from unicast support to multicast support, but always need a PDU session for the purpose.
Using dedicated signalling has advantage that does not mandate UE to have a PDU session associated with MBS session if not required at the time of join. 


Multicast Session ID and selection
Many solutions suggest reusing the TMGI allocated by the PLMN as multicast session identifier. Other soltions (e.g. solution 3) suggest using a source specific IP multicast address as identifier.
	MBS session ID
	TMGI
	IP multicast address
	unknown

	solution
	#2, #4, #10, #11, #12, #14, #15, #16
	#3, #13, #16, #32
	#5, #6, #8, #9, 



The source specific IP multicast address is globally unique and a source specific IP multicast address used as identifier for an external multicast session and selected by an external network can also be used as identifier within the PLMN. However, the identifier can also be allocated by the PLMN as it is globally unique. There is also view whether it is suitable to use an external source specific IP multicast address as an identifier within 5GC.
For UP (IP IGMP) join, only IP multicast address is supported.
As TMGI is used as identifier in existing MBMS applications e.g. for public safety and may simplify migration of such applications to 5G as well as dynamic fallback from 5MBS to 4G MBMS due to coverage restrictions which is further clarified in the KI#9. 
Solution 3 allows for  usage of TMGIs in addition to multicast addresses by mapping TMGIs to multicast addresses.
Solution 4 suggests an IP multicast address could have multiple TMGI associated, which are distinguished by packet filters.
Solution 2 currently assumes that one MBS Session is associated to one MBS flow, and TMGI is used to identify the MBS Session (See clause 6.2). As a result, for the service with distinct service requirements (e.g., a service contains motion image, audio, text etc.), multiple MBS Sessions and multiple TMGIs would be needed accordingly.

Handling of multicast session context including knowledge about UE participation in multicast session:
Solution 2 and 16 proposes the AMF for that purpose.
Other solutions (e.g. 3, 4) suggest that the SMF used also for unrelated unicast PDU sessions: is used for that purpose.
	NF that stores the multicast context
	AMF
	SMF

	solution
	#2, #16
	#3, #4, #6, #8, #10, #16

	notes
	· UE sends an UL NAS MB Session Join Request to AMF including the MBS group information. 
· AMF selects the MB-SMF and/or further fetches the MB Session Context from MB-SMF if needed. 
· AMF provides the MB Session Context to RAN during session start procedure.
· 5GC Individual MBS traffic delivery only used when RAN doesn’t support MBS and application can apply 5GC individual MBS traffic delivery.
	· UE sends PDU Session establishment/ modification request to 5GC.
· SMF (i.e., handling unicast PDU session) fetches the MB Session Context from MB-SMF if needed.
· SMF handling unicast PDU session deals with the request and provides the unicast PDU session ID together with multicast session info to RAN.



Discussion of SMF to handle multicast context:
-	Some solutions (e.g., #3, #10 and #16) assume QoS flow level association to guarantee the network level lossless handover. For the related solutions, RAN coordination may be required to verify the proposed solution for not using the above unicast QoS Flows when NG RAN and UE support 5G MBS, and for reserve resource when they are used. Such "unicast QoS counterpart" context will be stored at RAN side, and in the Radio bearer level, some dynamic scheduling is possible and there could be no radio resource wasted for the reservation (note that such part depends on the output of RAN WGs). 
-	Since the unicast PDU Session associates with multicast session, reusing the unicast PDU Session resources when UE handovers from the MBS-capable RAN to the RAN without MBS capability, to transmit/forward the MBS data from M-UPF/S-RAN is possible, and the session continuity can be handled in the network level.
Discussion of AMF to handle multicast context:
-	The AMF is enhanced to support the management of Multicast session, including 1) UE authorization for accessing MBS Session, 2) determining the delivery mode of MBS Session, 3) maintaining MBS Session Context, 4) controlling activation/deactivation of the MBS Session, 5) sending notification to UE to trigger unicast PDU Session establishment , 6) selecting (MB-)SMF for the MBS session, and so on. Such design assumes AMF with the SM functionalities and is lack of separation between MM and SM.
-	Using the AMF may have the advantage of allowing a participation in a multicast session for a UE with no PDU session and to limit the number of impacted network entity types for a basic multicast support. It may also allow a UE to join a bit quicker and with less load on the network. However, fallback to individual delivery and UP Join via IGMP still requires a PDU session and also impacts the SMF. Further, if multicast support in a network is not homogenous, the information about UEs participating in a multicast session may be lost when a UE is handed over to an AMF not supporting MBS. Also, checking the UE authorization to participate in a multicast session based on policies may be more complicated compared to SMF controlling UE participation in a multicast session.
-	For the UE that handovers from an MBS-capable RAN to the RAN only support unicast, considerable latency could be experienced: Since the target RAN cannot support MBS, unicast PDU Session is chosen to transmit the MBS data (i.e., 5GC shared MBS traffic delivery mode), if the resources (e.g., unicast PDU Session or QoS Flow) to transfer the MBS data has not been established yet, network has to trigger the related SM procedures (e.g., PDU Session Establishment/ Modification) to enable MBS data reception, but such SM procedures have to be held on because of the ongoing MM procedure (i.e., Handover), which may lead to a large latency. 
During the inter-AMF mobility, the source AMF shall send the UE MBS context to target AMF.


Root of multicast distribution tree for shared delivery and ingress point for multicast data
All solutions assume that there is a multicast distribution tree for shared delivery having a single root. Many solutions allocate the root in the MB-UPF controlled by a MB-SMF (E.g, solution 2, solution 3, solution 4.) The MB-SMF may be a SMF also handling PDU sessions or a separate entity. Solution 6 suggest using the MBSF and thus requires that the MBSF is used for all multicast sessions.
	Root of multicast distribution tree
	MB-UPF
	MBSF-U

	solution
	#2 #3, #4, 
	#6



Many solutions assume that there is a single ingress point towards an external network for multicast data that can be collocated with the root of the multicast distribution tree. However, to allow for an optional media processing in a dedicated entity it is also proposed by many solutions that use the MB-UPF as root of the multicast distribution tree that the ingress point can optionally be allocated in a MBSF-U
Solution #6 and #10 assumes the SMF handling unicast PDU Session will be the same as MB-SMF controlling MB-UPF However, other such as Solution #3 consider separating the two SMFs and the unicast SMF finds MB-SMF (multicast SMF) when UE joins. It seems that the latter could provide more flexibility for implementation, since the UE may not always need to receive MBS data when establishing the unicast PDU Session, and selecting the same SMF by default might cause some overloading issue on that SMF.

Selection of root of multicast distribution tree selection
Most solutions suggest that the root of the multicast distribution tree for shared delivery and ingress point are assigned when the multicast session is established (see above)
There is a need to subsequently discover the root of the multicast distribution tree (e.g. by an AMF when a UE joins). Solution 2 suggest that TMGI ranges are assigned by configuration to specific roots of multicast distribution trees for that purpose. Other solutions suggest storing the multicast distribution tree root for a multicast session in a database (UDR e.g for solutions 3 and 4, and NRF e.g. for solution 16)

MBMS session start:
Many solutions suggest that an AF can request the start of an MBMS session that would result in resource reservation and a possible paging of UEs within a MBMS session. (e.g. solution 2, solution 32).
But it is also suggested that the MBMS session start can be combined with the MBMS session establishment (e.g. solution 3) or that the MBMs session start can be triggered by the reception of multicast data (e.g. solutions 13 and 32).
The need for a session start to trigger UE paging depends on whether the UE can become CN IDLE while in a multicast session. Coordination with RAN is necessary,
Some solutions suggest that there is a single AF request for reserving resources for the multicast session and starting it (e.g. solution 3), whereas other solutions suggest separate interactions. Solution 3 suggests that RAN establishes the MB Session Context during the session join procedure triggered by the UE.
A first interactions may be required prior to service announcements to request TMGIs to be announced from the network that allocates them; this is not required if a multicast session ID allocated by the AF is used instead. The implication is that the UE join may be rejected if the MBS session is not yet started and the UE needs to reattempt.

Solution 2 suggest a group-based RAN paging mechanism is used and some additional clarifications (e.g., how could the AMF figure out the group paging area) are needed. Moreover, after receiving the group paging, UE sends MB Session join request to AMF. If such MB Session join message is not Service Request, UE needs to be enhanced accordingly (i.e., triggering another procedure rather than Service Request upon the reception of paging message), if the message is Service Request, the NAS message needs to include TMGI information.

Service announcements:
Most solutions assume an application level service announcement from AF to UE. However, Solution 14 suggest extending URSP for that purpose.
Announcement over application level may have impact on multicast application client and OS layer on UE, announcement over 3GPP layer is also an alternative that has less impact on UE.

7.X.2.2	Broadcast solutions

Editor´s note Analysis to be completed. So far Solution 5 and solution 9 are discussed.

Solution #5 defines the procedure for broadcast based on Architecture baseline #1. The broadcast session is established based on the request from AF. The receiving UEs are agnostic to the 5GC, and the UE itself could be either pre-configured the needed configuration (e.g. USD), or provisioned with the configuration of broadcast session which may be performed using SIP signalling or methods described in TS 26.346 [18] including announcement over a broadcast session for service announcements.
Solution #9 defines the procedure for broadcast based on Architecture baseline #2. The different parts compared with Solution #5 are: 1) The DL broadcast data will be sent to UEs from AF via MBSU, MB-UPF and RAN, and 2) the service announcement procedure is needed before UE receives the MBS data. 
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