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[bookmark: _Toc462478989]Abstract of the contribution: This contribution removes one EN in Solution #51
1	Introduction
This contribution proposes updates to remove the following EN in solution #51:
Editor's note :	It is FFS on how to work with session breakout case due to that a new DNS query is to be triggered and the traffic still need be sent to old EAS.
In this solution #51, for session breakout scenarios, Edge Relocation refers to the relocation of the local PSA where ULCL/BP steers the edge application traffic to. 
Rel’16 has standardised mechanisms for Edge PSA coexistence at mobility for session breakout scenarios. As described in clause 4.3.5.7 of TS 23.502, it is possible to send traffic to old EAS via old PSA after new PSA has been established. In fact, Solution #52 details solution #51 using these Rel16 mechanisms for PSA coexistence.
This pCR proposes some updates to clarify the solution as explained above.
2	Proposal
It is proposed to have the following changes in TR 23.748.
**************************** Start Change ***************************
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The solution addresses Key Issue #2: Edge Relocation. The UE is Edge Computing Service agnostic.
This solution supports all connectivity models and describes Discovery of Edge Application Server at edge relocation due to PDU Session re-anchoring. The description applies to PDU session re-anchoring with SSC#3,d SSC#2 modes and session breakout PDU sessions (with and without co-existence with previous Edge PSA).
This is a solution for Edge Relocation for all connectivity models. It shows it is possible to have the same behavior towards the network independent of connectivity model and network support, and so, it is possible to support all network variants in the same application client.
For session breakout scenarios, Edge Relocation refers to the relocation of the local PSA selected for the edge application traffic. 

Extensions can still be defined on top to optimize the solution for each connectivity model as options. The following solutions customize this solution to a specific connectivity model:
-	Solution #23, Distributed anchor, including both, SSC#3 and SSC#2 modes
-	Solution #52, session break-out scenarios with PSA coexistence
-	Solution #53, session breakout scenarios, Dynamic UCL/Local PSA insertion with PSA coexistence
This solution is aligned to and complements DNS based solutions for KI#1 like:
-	Solution #10 for DNS based Discovery of Edge Application Server for Distributed Anchor connectivity model.
[bookmark: _GoBack]-    Solution #22 for DNS based EAS Discovery supporting Session Breakout.
Like Solution #10 and Solution #22, this solution supports encrypted DNS.
With Edge Computing, Applications Servers can be distributed and be deployed at the edge of the cellular networks. In this scenario, the Edge Application Server that is topologically closest to the UE should be selected. The Edge Application server that is closest to the PSA in IP distance is the one closest to the UE. At Edge Relocation, there might be another Edge Application Server that is closets to the new PSA.
This solution assumesOther solutions, e.g. Solution #10, show how to discover with DNS an AS that is closest to the PSA. Assuming that solution, at Edge PSA change, a new DNS query for the Application FQDN can be triggered for the reselection of an AS that is closest to the new PSA.
The detailed procedure below describes this solution that applies to all SSC#3 and SSC#2 and session breakout PDU session re-anchoring, leading to edge relocation (with and without co-existence with previous Edge PSA).
The PSA in the procedures below is the PSA selected for the Application Traffic.
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[bookmark: _Toc50630862][bookmark: _Toc50631364]6.51.2.1	High Level procedure for any connectivity model
At mobility, if another UPF is closer to the UE, the PDU Session can be re-anchored with that UPF and get a new PSA. This solution allows to discover the closest Edge Application server to the new PSA.
The generic connectivity, independent of SSC-mode and connectivity model is described below:
The UE starts using the IP address /prefix associated with the new PSA (if this is available) for the new traffic flows (or even proactively for existing traffic flows where possible (if it has the mechanisms (outside 3GPP scope)). If the connection to the first Application Server is still available, there is the option of having the Application Server instructing the application client to facilitate the move.
The application behaviour can change at re-anchoring and optimize the move if the situation is known to the application layer e.g. with SMF notification of PSA change. A new DNS request will also be sent for the Application FQDN if, the application client supports OS notifying the Application clients of the new IP connection (OSs and many Application clients are designed already today to use this information in the wifi-3GPP access changes) or some form of application internal redirect (e.g. HTTPS redirect), the former AS is not available through the new PSA, the AS is designed to send frequent queries or if the TTL of the previous DNS has expired.
NOTE 1:	The UE DNS Stub Resolver cache is assumed to be bound to the former IP connection, and not considered, when a new IP connection is established, for the new DNS Queries, which are sent via the new PSA. Else, the new DNS query will be sent out for resolution depending on the TTL of a previous DNS response for the same FQDN.
Figure 6.51.2.1-1 below shows an example sequence for this solution including an example for how a stateful application can build service continuity. The sequence includes the following steps:
The UE has a PDU session established with an Edge PSA and the application traffic has started via this Edge PSA towards an AS#1 that is closest to the PSA, that has been discovered using DNS mechanisms e.g. as described in Solution #10 or Solution #22.


Figure 6.51.2.1-1: EAS reselection at Edge Relocation - sequence
1.	At some point, the UE moves, the core network identifies the need to select a new anchor and triggers the anchor change. The PDU Session may be updated or The PDU session is SSC mode3, and so, a new PDU session may beis established (depending e.g. on EC connectivity model) with the selected new anchor. The, but the former session willPSA may be maintained and coexist with the new one for a LifeTime "T" before it is removed, if so,. Aa timer is started for that purpose. The detailed procedure for the multiple PDU Sessions case is described in TS 23.502 [3] clause 4.3.5.2.
2.	The Application traffic can continue on the former PDU Session Anchor as it isif that is still available.
3.	At some point the Application may trigger that a new DNS request for the Application FQDN shall be sent. A new DNS request will be triggered if the application client supports OS notifications of the new IP connection (OSs and many Application clients are designed already today to use this information in the WiFi-3GPP access changes. It may also be triggered by an application internal redirect (e.g. HTTPS redirect), or by loss of connectivity, only to mention some reasons.
4.	The UE may send a DNS Query with the Application FQDN. That query is sent over the new PSA and it is resolved to an AS#2 that is closets to the new PSA (e.g. as described in Solution #10). With dynamic insertion of ULCL/BP and Local PSA based on DNS queries, the query might not be sent over the New PSA, but be modified by 5GC to pretend to be sent over a selected new PSA (e.g. as described in solution #22).
NOTE 2:  AS#1 and AS#2 can’t share same IP address (e.g. Anycast) in Session Breakout Scenarios if parallel connectivity over old and new PSA is needed. 
NOTE 3:	With dynamic insertion of ULCLBP and /Local PSA based on DNS queries, DNS queries may be part of Step1.
5a.	A stateless application would start using the new AS#2. A stateful application may now start to use AS#2 for signalling purposes (e.g. to trigger a context migration from AS#1).
5b. Stateful applications can leverage that parallel connectivity can coexist over two different PSAs (if old PSA is available after #1 above) to build service continuity with low latency optimizations. As an alternative, the application client could multicast traffic to AS#1 and AS#2 during the context migration and until AS#2 can take over. AS#1 may also, by application internal signalling, trigger the application client to move the connection to AS#2 (these are application internal mechanisms).
6.	The application traffic is sent towards the AS#2 that is closer to the new PSA.
7.	The old PSA is released by CP at timer expiry. The timer should be set to as long enough to assure the context has successfully transferred from AS#1 to AS#2.
Editor's note :	It is FFS on how to work with session breakout case due to that a new DNS query is to be triggered and the traffic still need be sent to old EAS.
8.	Only traffic to AS#2 is sent from the application client.
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No impact. The solution maps to existing functionality and flows in TS 23.502 [3].
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