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Abstract: This paper evaluates the solutions on KI#2 for IP/UDP traffic and proposes to conclude on the solutions.
1. Introduction/Discussion
This paper is to evaluate the solutions for KI#2 for the IP/UDP traffic and conclude on the solutions. 
This key issue 2 aims to study whether and how to support additional steering functionality(ies), especially “the traffic splitting for UDP based traffic is not fully supported in Rel-16: for example, traffic within an UDP/IP flow may not be split across multiple accesses without introducing out of order packet delivery” as described in subclause 5.2.1 of the TR. In the solutions addressing this KI, only the MPQUIC solution 6, 7, 14 and QUIC-based solution 8 can support the UDP traffic splitting per packet without relying on the application layer. Therefore, these solutions are compared together in this paper. 
The other solutions (i.e. solution 1 QUIC-LL and solution 13 proxy QUIC) for this KI do not support traffic splitting per packet without relying on the application layer, similar as the Rel-16 ATSSS-LL functionality, so the solution 1 and solution 13 are compared with the existing Rel-16 ATSSS-LL functionality. Note that the Rel-16 ATSSS-LL functionality can work together with the link performance measurement PMF, which is further enhanced as described in subclause 6.3.2.1, to support some specific steering modes, such as smallest RTT, and the new steering modes proposed in the TR, so the ATSSS-LL with ePMF is treated as a consolidated solution to be compared with solution 1 and 13.
The following Table 1-1 details the relationship between the steering functionalities and the steering mode defined in Rel-16 and in the TR.


Table 1-1: The relationship between the steering functionality and the steering mode
	
	Rel-16 Steering modes
	Rel-17 Steering modes (proposed in the TR)

	
	Active-Standby
	Smallest-Delay
	Load-balancing 
	Priority-based
	New modes for traffic splitting per flow, e.g. Autonomous, or UE assisted mode
	New modes for traffic splitting per packet, e.g. Autonomous, or RTT difference based mode
	New mode for redundant transmission, i.e. Redundant steering mode

	Solution 1 QUIC-LL
	√
	√
	√
	√
	?
	X
	X

	Solution 13 proxy QUIC
	√
	√
	√
	√
	?
	X
	X

	ATSSS-LL with ePMF
	√
	√
	√
	√
	√
	X
	X

	Solution 6 MPQUIC-LL
	√
	√
	√
	√
	√
	√
	√

	Solution 14 proxy MPQUIC
	√
	√
	√
	√
	√
	√
	√

	Solution 7 MPQUIC-based
	/
	/
	/
	/
	/
	√
	√

	Solution 8 QUIC-based
	/
	/
	/
	/
	/
	√
	√



· “√” means the steering modes can be supported by the steering functionality.
· “X” means the steering mode cannot be supported by the steering functionality without relying on the application layer to perform the packet reordering.
· “/” means the steering modes can be supported by the steering functionality but there is no need to apply the steering functionality for these steering modes, because these steering modes for traffic splitting per flow are already supported by the existing Rel-16 ATSSS-LL functionality.
· “?” means it is unclear on whether and how to support this steering mode. For example, it is unclear on how to support the UE assisted traffic steering mode as defined in solution 12.
From the above Table 1-1, it can be seen that the steering modes supported by the solution 1, solution 13 are all supported by the Rel-16 ATSSS-LL functionality with ePMF.
Considering all of the other solutions for KI#2, i.e. solution 6, solution 14, solution 7, and solution 8, support the new traffic splitting per packet which cannot be fully supported by the Rel-16 ATSSS-LL functionality for UDP traffic, they are evaluated together in the subclause 1.2.
1.1 Steering functionality for traffic splitting per IP flow
As mentioned above, the solution 1, solution 13 and Rel-16 ATSSS-LL functionality with ePMF are evaluated together. The following criteria are applied:
· System impact: as shown in Table 1.1-1, including impact on user plane transport, entities and interfaces.
· Link performance measurement: as shown in Table 1.1-2. This is actually a steering mode level comparison, as the different steering mode has its own specific link performance measurement requirement. This table shows whether and how to support the link performance measurement required by the different steering modes with each steering functionality solution.
· Other issues introduced by the new solution 1 and 13.
Table 1.1-1: System impact for the different steering functionality
	
	Impact on User plane transport
	Impact on Entities and interfaces

	
	Transport resource consumption
	Delay for packet forwarding
	Impact on entities
	Impact on interfaces

	Solution 1 QUIC-LL
	1) QUIC/IP/UDP header with at least additional 29 bytes per PACKET.
2) PING frame for the access without real traffic.

	1) Encryption/Decryption QUIC packet
2) Multiplex: Assemble/disassamble different datagram frames to/from single QUIC packet
3) Add/Remove QUIC/UDP/IP header per packet
4) Twice PDR mapping per packet, one for outer QUIC/IP/UDP header, the other one for the inner IP header.
	Additional impacts, besides the impacts as described in subclause 6.1.6:
UE:
1) Create PING frame when there is no real traffic over the access and calculation on RTT, packet loss and jitter . 
2) Handle new QoS rule for DL only QoS flow to establish and maintain the QUIC connection.
UPF:
1) Create PING frame when there is no real traffic over the access.
2) Twice PDR mapping for outer QUIC/IP/UDP header and inner IP header separately.
SMF:
1) Create QoS rules, and QoS Flow level QoS parameters (GBR case), for DL only QoS flow without PCC rules.
	N1: QUIC-LL capability, QUIC connection setup information, new ATSSS rule, new QoS rule. 

N4:QUIC-LL Address Information, new MARs, new QERs

	Solution 13 proxy QUIC
	1)QUIC header with at least additional 1 byte per packet.
2) PING frame for the access without real traffic
	1) Encryption/Decryption QUIC packet
2) Multiplex: Assemble/disassamble different datagram frames to/from single QUIC packet
3) Add/Remove QUIC header, and update the IP/UDP header per packet
4) around or less than 1 RTT delay for HTTP message handling before the user data processing and the risk of initial packets loss
	Additional impacts, besides the impacts as described in subclause 6.13.4:
UE: 
Same as solution 1.
UPF:
Same as solution 1, except the twice PDR mapping.
SMF: 
Same as solution 1.
	N1: QUIC-LL capability, QUIC connection setup information. 

N4: QUIC-LL Address Information



	ATSSS-LL with ePMF
	PMF message (3 bytes per each PMF message)
	No delay
	UE/UPF: Create and handle the PMF message per QoS flow. Calculation for RTT, packet loss and jitter.
Other entities: No impact
	No impact



Observation 1.1: It can be seen that both solution 1 and 13 consumes more transport resource on transmission of every user packet with an additional header, than ATSSS-LL plus ePMF as described in the subclause 6.3.2.1. Additionally, the solution 1 and 13 bring extra packet delay in UE and UPF due to packet encryption/decryption, adding/removing additional header (solution 1 and 13), twice PDR mapping for QUIC/IP/UDP header and inner IP/UDP header (solution 1), HTTP message handling before the user data processing (solution 13). 
Observation 1.2: It can be seen that both solution 1 and 13 have more significant impact on 5GS system, including the UE, SMF, UPF, N4, N1, ATSSS rules, QoS rules, the N1, N4 interfaces, compared with ATSSS-LL plus ePMF as described in the subclause 6.3.2.1. 
The impact of ATSSS-LL with ePMF solution on 5GS system is the need to transport PMF via the real user data path with the existing QoS flow and some calculation in the UE and UPF for RTT, packet loss and jitter. This is actually not an additional impact compared with solution 1 and 13 since both solution 1 and 13 need the UE and UPF to support similar calculation for RTT, packet loss just on QUIC protocol level, and calculation on jitter based on UE and UPF implementation, if they are to be supported. Apart from the above system impact, different steering modes have their own specific requirements, majorly on link performance measurement, which are evaluated in the following Table 1.1-2.
Table 1.1-2: Link performance measurement required for Rel-16 steering modes
	
	Active-standby
	Smallest-Delay
	Priority-based
	Impact on UE and UPF to achieve these measurements and report

	
	Access availability measurement and report 
	RTT measurement 
	Congestion measurement 
	UE
	UPF

	Solution 1 QUIC-LL
	PING frames per QoS flow (as measurement result can be different per QoS flow); UL and DL separately; with some delay; NOT accurate.
(NOTE 2)
	per QoS flow with real path load
	QUIC loss detection and congestion control
(NOTE 1)
	1) Create PING frames for UL to measure access availability.
2) Create ACK frames for the received packets 
3) Measure RTT and congestion based on QUIC 
	1) Create PING frames for UL to measure access availability.
2) Create ACK frames for the received packets
3) Measure RTT and congestion based on QUIC

	Solution 13 proxy QUIC
	Not described
	per QoS flow in real path load
	The same as solution 1
	The same as solution 1
	The same as solution 1

	ATSSS-LL with ePMF
	Per access by accurate indication from the UE (as Rel-16)
	per QoS flow with real path load, with the same accuracy as solution 1 and 13. 
	UE/UPF implementation as defined in Rel-16
	1) Create PMFs to measure RTT per QoS flow
2) Control congestion as Rel-16
	1) Create PMFs to measure RTT per QoS flow 
2) Control congestion as Rel-16


 
NOTE 1: QUIC loss detection and congestion control as defined in IETF: “draft-ietf-quic-recovery” can detect the link congestion, but it is insensitive with some delay. For example, a QUIC packet is treated as lost “either its packet number is kPacketThreshold smaller than an acknowledged packet, or it was sent long enough in the past”. “When an ACK frame is received that establishes loss of all in-flight packets sent over a long enough period of time, the network is considered to be experiencing persistent congestion.” These description from IETF protocol implies the QUIC congestion control CANNOT detect the network congestion immediately, resulting in the delay to switch the overload traffic to the other access. Additionally, different from the fast radio resource scheduling update (in ms level), QUIC congestion control is designed to adapt to the best effort IT network where the network status changed relatively slow. It is unclear how the QUIC congestion control mechanism can bring positive effect to the 5GS, where the resource scheduling update is quite fast.
NOTE 2: As mentioned in NOTE 1, QUIC has a delay in detecting link congestion or unavailability. When the link is unavailable, there is no ACK for the PING frame till a PTO timer expires. But one PTO timer expiration cannot indicate the path is unavailable. At least two PTO timer expiration or normally three PTO timer expiration can be treated as path unavailable, resulting in the delay for the access unavailable detection. Especially, the PTO timer cannot be too small, which is set to PTO = smoothed_rtt + max(4*rttvar, kGranularity) + max_ack_delay as defined in IETF: “draft-ietf-quic-recovery” .
Observation 2.1: Both solution 1 and 13 do not provide more accuracy in link performance measurement than the ATSSS-LL plus ePMF solution for the existing Rel-16 steering modes, i.e. Active-standby, smallest-Delay and Priority-based modes, and has some delay on providing access availability report which may not even be accurate (solution 1). It is noted that Solution 13 does not support access availability report so far.
Observation 2.2: For the Load-Balancing mode, link performance measurement is not needed. Establishing QUIC connection for Load-Balancing mode brings no value.
The following table shows how each steering functionality supports the Link performance measurement required for the new steering modes proposed in the TR for Rel-17, which is to be concluded in KI#1.
Table 1.1-3: Link performance measurement required for new steering modes (TBD in KI#1) in Rel-17 
	
	New steering modes in Rel-17
	Impact on UE and UPF to achieve these measurements and report

	
	Loss rate measurement 
	Jitter measurement 
	UE assisted report (Solution 12)
	UE
	UPF

	Solution 1 QUIC-LL
	QUIC loss detection and congestion control 
	Based on implementation; Only support round trip jitter, cannot support one-way jitter
	No support
	1) Create ACK frames for the received packets and calculate loss rate based on QUIC
2) Calculate jitter based on UE implementation
	1) Create ACK frames for the received packets and calculate loss rate based on QUIC
2) Calculate jitter based on UPF implementation

	Solution 13 proxy QUIC
	The same as solution 1
	The same as solution 1
	No support
	The same as solution 1
	The same as solution 1

	ATSSS-LL with ePMF
	Based on ePMF as defined in subclause 6.3.2.1
	Based on ePMF as defined in subclause 6.3.2.1, support round trip jitter and one-way jitter.
	Based on the PMF as defined in solution 12
	1) Record the sent and received packet number to calculate pack loss rate.
2) Calculate jitter based on the PMF message intervals 
	1) Record the sent and received packet number to calculate pack loss rate.
2) Calculate jitter based on the PMF message intervals



Observation 2.3: For the new steering modes proposed in the TR for Rel-17, all the link performance measurement needed for these steering modes can be supported by ePMF, with minor impact on 5GS. At the same time, some new steering mode (e.g. solution 12) cannot even be supported by solution 1 and 13. Therefore, the solution 1 and 13 do not bring additional benefit, even taking the new steering modes into account, compared with ATSSS_LL plus ePMF.
Finally, different from Rel-16 ATSSS-LL functionality, the solution 1 and solution 13 allow the different IP flow payload encapsulated into one QUIC packet, i.e. stream multiplex, resulting in some additional problems as below: 
· Not recommended by IETF: “Note that when data from multiple streams is bundled into a single QUIC packet, loss of that packet blocks all those streams from making progress. Implementations are advised to bundle as few streams as necessary in outgoing packets without losing transmission efficiency to underfilled packets” copied from IETF: draft-ietf-quic-transport.
· Unclear on how to support Reflective QoS when different IP flows bundled into one QUIC packet have different RQIs. 
· Impact on packet forwarding efficiency: Taking solution 1 UL as an example, the UPF firstly needs to match the outer IP address to identify the QUIC packet, and then remove the outer header to obtain the inner different datagram frames, i.e. differentiate each frame by decoding the frame header one by one (identifying the frame type, payload length and so on), and reassemble these frames, all of which reduce quite much the processing efficiency. Then for each datagram frame, i.e. the original IP packet, the UPF needs to match the PDR again in order to forward these IP packets to the different destination Server based on the original IP header. 
Observation 3: Although the QUIC connection can be shared by multiple IP flows per QoS flow, bundling the different IP flow payload into a single QUIC packet has impact on the transmission efficiency and the reflective QoS mechanism. These problems can be solved by not applying the bundling of different IP flow payload into a single QUIC packet, but this will result in actually each IP flow corresponding to each QUIC flow.
Proposal 1: It is proposed to apply ATSSS-LL functionality with ePMF for Rel-16 steering modes and the new steering modes for Rel-17 (to be concluded in KI#1) for traffic splitting per IP flow, as the solution 1 and 13 bring more system complexity and reduce much on transmission efficiency, but without any real benefit.
1.2 Steering functionality for traffic splitting per packet
The solution 6, solution 14, solution 7 and 8 can support the traffic splitting per packet without relying on the application layer, these solutions are evaluated together based on the following criteria:
· System impact: as shown in Table 1.2-1, including the impact on user plane transport, entities and interfaces.
· Specific requirement based on the steering mode level: as shown in Table 1.2-2. 
· Other issues, i.e. protocol dependency.
Table 1.2-1: System impact for the different steering functionality
	
	Impact on user plane transport
	Impact on entities and interfaces

	
	Transport resource consumption
	Delay for packet forwarding
	

	Solution 6
MPQUIC-LL
	1) QUIC/IP/UDP header with at least additional 29 bytes per PACKET.

	Add/Remove MPQUIC/UDP/IP header per packet.
	As describe in subclause 6.6.6

	Solution 7 MPQUIC-based solution (non-transparent) / Solution14 
Proxy MPQUIC (NOTE 1)
	1) QUIC header with at least additional 1 byte per packet.
 
	1) Add/Remove MPQUIC header, and update the IP/UDP header.
2) 1 RTT delay (HTTP message exchange).
	As defined in subclause 6.7.4 and 6.14.4 

	Solution 7 
MPQUIC-based solution (transparent)
	1) QUIC header with at least additional 1 byte per packet.
 
	Add/Remove QUIC header per packet
	As defined in subclause 6.7.4

	Solution 8 
QUIC-based solution (transparent)
	1) QUIC header with at least additional 1 byte per packet.

	Add/Remove QUIC header per packet
	As defined in subclause 6.8.4.1

	Solution 8 
QUIC-based solution (non-transparent)
	1) QUIC header with at least additional 1 byte per packet.
	1) Add/Remove QUIC header
Header, and update the IP/UDP header
2) 1 RTT delay (HTTP message exchange)
	As defined in subclause 6.8.4.2



NOTE 1: As the MPQUIC-based solution 7 (non-transparent) and MPQUIC proxy solution 14 are similar, they are treated as one proxy MPQUIC solution in the evaluation. 
Observation 4: All the solution 6, 14, 7, 8 can support the traffic splitting per packet, but the solution 8 with transparent mode has less impact on the system, including the entities and interfaces. 

Apart from the above system impact, different steering modes have their own specific requirements, majorly on link performance measurement, which are evaluated in the following Table 1.2-2.
Table 1.2-2: Link performance measurement required for new steering modes (TBD in KI#1) in Rel-17
	
	New steering modes in Rel-17

	
	Traffic splitting per packet
(Congestion control via both accesses)
	Redundant transmission
(Removal of packet duplication)

	Solution 6 
MPQUIC-LL
	Based on congestion control defined in IETF: draft-deconinck-quic-multipath Multipath Extensions for QUIC protocol (MPQUIC)
	Based on congestion control defined in IETF: draft-deconinck-quic-multipath Multipath Extensions for QUIC protocol (MPQUIC)

	Solution 7/14 
Proxy MPQUIC 
(NOTE 2)
	Based on congestion control defined in IETF: draft-deconinck-quic-multipath Multipath Extensions for QUIC protocol (MPQUIC)
	Based on congestion control defined in IETF: draft-deconinck-quic-multipath Multipath Extensions for QUIC protocol (MPQUIC)

	Solution 8 QUIC-based solution (transparent)
	Based on IETF: draft-ietf-quic-recovery QUIC loss detection and congestion control and ATSSS-LL and ePMF (NOTE 3)
	Based on IETF: draft-ietf-quic-transport

	Solution 8 QUIC-based solution (non-transparent)
	Based on IETF: draft-ietf-quic-recovery QUIC loss detection and congestion control and ATSSS-LL and ePMF (NOTE 3)
	Based on IETF: draft-ietf-quic-transport



NOTE 2: As the MPQUIC-based solution 7 (non-transparent and transparent) and MPQUIC proxy solution 14 are similar on congestion control and redundant transmission, they are treated as one proxy MPQUIC solution for evaluation in the table.
NOTE 3: QUIC loss detection and congestion control as defined in IETF: “draft-ietf-quic-recovery” and ATSSS-LL with ePMF can work together to achieve the similar congestion control as MPQUIC as defined in the MPQUIC draft, i.e. QUIC performs the packet reordering and controls the sending window, and ATSSS-LL takes responsibility to select the access/path based on the link status reported by ePMF for each access. The upper QUIC protocol sees one link over two paths, and a single buffer memory is shared by both paths to perform packet reordering. If a packet is lost over one path/access (e.g. 3GPP access, due to congestion), the QUIC congestion controller will limit the overall transmission rate, whatever there is congestion or not over the other path. Actually, it is the same for MPTCP and MPQUIC to couple the two paths for congestion control, as described in the MPQUIC draft: “the windows of the different sending uniflows MUST be coupled together [RFC6356]”. The RFC 6356 defines “Coupled Congestion Control for Multipath Transport Protocols”.
Observation 5: The solution 6, 7, 14, depends on the MPQUIC protocol to support the traffic splitting per packet over both accesses. The QUIC-based solution depends on the ATSSS-LL and ePMF mechanism and QUIC protocols to support the same steering modes as all these MPQUIC based solutions.
Observation 6: For the redundancy transmission, the removal of packet duplication is supported by all of the above solutions.
Observation 7: The solution 6, 7, 14 depends on MPQUIC protocol which is not an IETF working group draft so far. There is a risk that the MPQUIC protocol is not available in Rel-17. The IETF QUIC protocols referred by solution 8 are all working group drafts in IETF and can be applied by 3GPP in Rel-17.
Observation 8: The solution 6, 7, 14 can all support traffic splitting per packet, but solution 6 introduces additional 29 bytes per PACKET, while solution 7 and 14 introduces only one additional byte per PACKET.
Proposal 2: If the traffic splitting per packet is to be supported in Rel-17 and the MPQUIC protocol is not available, then it is proposed to apply QUIC-based solution 8 (transparent mode) to support the traffic splitting per packet. Otherwise, either solution 7 (transparent mode) or solution 14 is applied to support the traffic splitting per packet.
Proposal 3: If the redundant transmission is to be supported in Rel-17 and the MPQUIC protocol is not available, then it is proposed to apply QUIC-based solution 8 (transparent mode) to support the redundant transmission. Otherwise, either solution 7 (transparent mode) or solution 14 is applied to support the redundant transmission.
2. Text Proposal	
It is proposed to capture the following changes in the TR 23.700-93.
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Editor's note:	This clause will provide a general evaluation of the solutions.
7.1  Evaluation on KI#2
The steering functionality is proposed to support the steering modes for the IP/UDP and Ethernet traffic.
[bookmark: _Toc16839383][bookmark: _Toc21087542][bookmark: _Toc23326076][bookmark: _Toc23517597][bookmark: _Toc23519156][bookmark: _Toc43336555][bookmark: _Toc43708109][bookmark: _Toc43708183][bookmark: _Toc43708259][bookmark: _Toc43811612]7.1.x  Steering functionality for IP/UDP flow
This key issue 2 aims to study whether and how to support additional steering functionality(ies), especially “the traffic splitting for UDP based traffic is not fully supported in Rel-16: for example, traffic within an UDP/IP flow may not be split across multiple accesses without introducing out of order packet delivery” as described in subclause 5.2.1 of the TR. In the solutions addressing this KI, only the MPQUIC solution 6, 7, 14 and QUIC-based solution 8 can support the UDP traffic splitting per packet without relying on the application layer. Therefore, these solutions are evaluated together.
The other solutions (i.e. solution 1 QUIC-LL and solution 13 proxy QUIC) for this KI do not support traffic splitting per packet without relying on the application layer, similar as the Rel-16 ATSSS-LL functionality, so the solution 1 and solution 13 are evaluated together with the existing Rel-16 ATSSS-LL functionality. Note that the Rel-16 ATSSS-LL functionality can work together with the link performance measurement PMF, which is further enhanced as proposed in the subclause 6.3.2.1, to support some specific steering modes, such as smallest RTT, and the new steering modes (to be concluded in KI#1), such as smallest loss rate, as proposed in the TR, therefore the ATSSS-LL with ePMF is treated as a consolidated solution to be evaluated with solution 1 and 13.
No support of traffic splitting per packet:
For the impact on the user plane, both solution 1 and solution 13 consume more transport resource than ATSSS-LL functionality with ePMF, i.e. solution 1 adds 29 additional bytes (IP+UDP+QUIC header) and solution 13 adds one more byte (QUIC header) to EACH user packet . Additionally, the solution 1 and 13 bring extra packet processing delay in both the UE and the UPF due to, e.g. Encryption/Decryption QUIC packet and adding/removing additional header (solution 1 and 13), twice PDR mapping for outer QUIC/IP/UDP header and inner IP/UDP header (solution 1), HTTP message handling before the user data processing (solution 13).
For the entities and interfaces impact, both solution 1 and solution 13 have more significant impact on UE, SMF, UPF, N4, N1 and so on as described in subclause 6.1.6 and 6.13.4, compared with ATSSS-LL plus ePMF.
Support of traffic splitting per packet:
The MPQUIC solution 6, 7, 14 and QUIC-based solution 8 can support the UDP traffic splitting per packet over both accesses without relying on the application layer. The QUIC-based solution 8, especially for transparent mode, has less IETF protocol dependency compared with the other solutions.
The MPQUIC solution 6, 7, 14 can all support traffic splitting per packet but solution 6 introduces additional 29 bytes per PACKET, while solution 7 and 14 introduces only additional 1 byte per PACKET.
In addition, for the redundancy transmission, the removal of packet duplication is supported by all of the MPQUIC solution 6, 7, 14 and QUIC-based solution 8. Similarly, the QUIC-based solution 8, especially for transparent mode, has less IETF protocol dependency compared with the other solutions. 
Among the MPQUIC solutions, solution 6 introduces additional 29 bytes per PACKET, while solution 7 and 14 introduces only additional 1 byte per PACKET.
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8.x Interim conclusion on steering functionalities for IP/UDP traffic
-	ATSSS-LL steering functionality with ePMF as defined in the subclause 6.3.2.1 is applied to support the Rel-16 steering modes and the new steering modes as to be concluded by KI#1 in Rel-17 for IP/UDP traffic splitting per flow.
-  If the MPQUIC protocol is not applicable for Rel-17, the QUIC-based solution 8 (transparent mode) is applied to support the traffic splitting per packet. Otherwise, either solution 7 (transparent mode) or solution 14 is applied to support the traffic splitting per packet.
-  If the redundant transmission is to be supported in Rel-17 (depending on the conclusion of KI#1), and the MPQUIC protocol is not available, then it is proposed to apply QUIC-based solution 8 (transparent mode) to support the redundant transmission. Otherwise if the MPQUIC is available, either solution 7 (transparent mode) or solution 14 is applied to support the redundant transmission.
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