SA WG2 Temporary Document
Page 1

SA WG2 Meeting #141-e		S2-2008036
[bookmark: _GoBack]Online, 12 October – 23 October 2020                                                      (revision of S2-2007773)

Source:	Sandvine
Title:	KI #7, Sol 61: Update QoS sustainability 
Document for:	Discussion, Approval.
Agenda Item:	8.1
Work Item / Release:	FS_eNA_ph2 / Rel-17
Abstract: This contribution is related to Key Issues #7 Sol 61: Update QoS sustainability, it solves editor’s note in 6.61.1 and clarify KPIs implementation in 6.61.6
1. Discussion
Context
Applications present in the traffic have a marvellous consistent behavioural
Most of applications present in the internet have a substantial consistent behaviour across the day, the month and the year, some author says that this tremendous consistence is only explainable because the human being is an animal of habits.
Such exceptional behavioural consistence allows to use the Decomposition based on rates of change principle. This principle defines an important technique for all types of time series analysis, It seeks to construct, from an observed time series, a number of component series (that could be used to reconstruct the original by additions or multiplications) where each of these has a certain characteristic or type of behaviour. https://en.wikipedia.org/wiki/Decomposition_of_time_series>
Notice that a telecommunication network for KPI predictions purpose, the network is considered as a non-linear systems. 
Following is depicted a set of Application ID graphs that shows real traffic of three consecutive days of the week, x axis represent the hours during the day, y axis represent throughput in bit/sec. Notice that all of them behave quite similar across the three days but each one has his own unique model of traffic.
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Modelling each Application traffic produces results significantly satisfactory in terms of fast convergence of the training process; the models are very accurate and stable across the days of the week and the months.
In the other hand, the total throughput is a composition of several traffics each one with a very unique behaviour one reason is because of the nature of the Application itself e.g. Netflix Video is very different than WhatsApp Media and so on; but also each of this different kind of traffics has also a total different casuistic in terms of huge diversity of potential network events that can cause abnormal behaviours such as abnormal degradation, total outage or suddenly and abnormal growing up.  The reason of such differences is because the respective servers of each application probably are located in totally different geographic areas using different transport infrastructure, different internet peers, and the network could use different DN to receive the traffic and a long etc. 
The Challenges 
In a telecommunication system such as 5G network, it is necessary to predict different KPIs; based on the kind of targeted use-cases, is the KPIs that needs to be predicted e.g. QoE, QoS sustainability, NF load. Gross throughput drives or highly influence almost all of the KPIs in the network such as congestion level, NF load, QoE, QoS sustainability etc. The clearest example that illustrate this fact is that when there is no any user plane traffic (cero subscribers) there is not congestion, the NF load goes down to a minimum and just one subscriber present in the network never will find congestion. When the network is plenty of subscribers managing the maximum throughput then the congestion likely appears in some zones of the network, the NF load goes up to maximum historical levels etc. 
Modelling Application IDs
•The modelling of Individual Application ID are more thruster and accurate due to there is one unique nature in the behaviour for each Application ID. The casuistic of the potential abnormal behaviour is more reduced for each individual Application. The usage of just one Application likely follows common and consistent predictive behaviour of the human being. Conversely when the entire throughput is modelled the challenge for a stable modelling process is that there are involved a split in the time and space variations of behaviours and likely a huge of diverse failure casuistic.

•For individual Application-ID In case of abnormal behaviour, running out of the typical pattern or traffic KPIs reflecting poor conditions, the detection of the kind of abnormal behaviour (abnormal degradation, total outage or suddenly and abnormal growing up) is quickly and such abnormal behaviour is susceptible of having in advance a proper ML models. The detection is quickly due to the traffic under observation is exclusively traffic of the individual Application-ID without presence of other kind of traffic. The modelling of abnormal behaviour does not need to combine abnormal behaviour of different applications; the abnormality likely is coherent.

•In scenarios of non-congestion, the Application predictions are independent of the failure of the others. Modelling Application IDs, once one or any combination of Application ID traffic experience any abnormal behaviour, it does not impact the accuracy of prediction of the rest of the traffic. Due to it is an isolated malfunction, It is quickly possible to start predicting the abnormal behaviour itself of a single Application ID. 

•Knowing which Application ID is having an abnormal behaviour, running out of the typical pattern, an exemplary implementation of NWDAF will be able of quickly figure out which part of the topology of the network or internet is in troubles, etc. enriching the criteria for realizing which Applications are weighing more in the KPI based on the failing Application ID and the kind of KPI.
The kind of Application ID matter on how to measure network KPIs
Some example of categories of Application are video streaming, Gaming, Social Networking, Messaging, Audio streaming and more. Every category impacts the usage of the network resources in several different levels, every kind of traffic is more or less persistent, more or less transactional, more or less QoE sensitive, the relation UL/DL change per application and makes differences in the network resources usage. These KPIs reflects how healthy is each Application ID present in the traffic, therefore permit inferring the transport resources availability, these KPIs will allow the ML models to point out the top Application IDs that are influencing most of the degradation of the network KPI such as QoS Sustainability, and will lead the service consumer know how to react with the outcome of the Analytic-ID.  
In general it is possible to identify Application IDs that influence most certain KPI; the reason of such correlation is based on how more or less persistent, more or less transactional, more or less QoE sensitive, is the traffic and the relation UL/DL of each Application ID, then the influence over each network KPI may be less ore more important. Therefore KPIs such as QoE, QoS sustainability, NF load are influenced most by certain Application-IDs. Congestion in a persistent traffic such video likely generate significant impact on the QoE while congestion in an intermittent traffic such texting service would impact significantly less the QoE. With this example is possible to state that the QoE prediction modelling has a strong relationship with the kind of service that is under assessment. And will lead the service consumer know how to react with the outcome of the Analytic-ID.  



2. Text Proposal
The following changes are proposed to be applied to TR 23.700-91.
[bookmark: __DdeLink__575_2796048939]This contribution is related to Key Issues #7 Sol 61: Update, it improves the observed Service experience Analytics ID stated in TS-23.288; by including Application IDs that are present in the traffic mix and are not necessarily linked to the AFs
*** Start of the change ***
6.0	Mapping Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
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	Key Issues
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[bookmark: _Toc50021409][bookmark: _Toc50021978][bookmark: _Toc50309984][bookmark: _Toc50022682][bookmark: _Toc50023331][bookmark: _Toc50023916][bookmark: _Toc50579716]6.61.1	Descriptions
As defined in TS 28.554 [26], QoS flow retain ability is a key performance indicator of how often an end-user abnormally losing a QoS flow during the time of its usage.
As part of the Input data for this Analytics ID, the RAN UE Throughput gross measurement is provided by the OAM. Likely the QoS Sustainability is highly correlated to the total cell throughput. 
It is possible to identify Application IDs that influence the most certain KPIs; the reason is based on how more or less persistent, more or less transactional, more or less QoE sensitive, is the traffic and the relation with  each Application ID, then the influence over each network KPI may be less ore more important. Therefore KPIs such as QoS sustainability are influenced by certain Application-IDs related KPIs provided by the UPF. For example, certain level of congestion in a persistent traffic such video likely generate significant impact on the QoE while the same level of congestion in an intermittent traffic such web browsing service would impact significantly less the QoE. Similar rationale applies for QoS sustainability, for this case a certain level of bottleneck impact the QoS sustainability on more subscribers using persistent traffic than the same subscribers using intermittent traffic. The information of the Application IDs that influence most certain KPI leads the service consumer to know how to react either if those Application ID does or does not belong to the background category.
Issues in QoS sustainability links directly with bottleneck in the network due to congestion but mostly by temporal malfunctions. Knowing which Application ID is having an abnormal behaviour, running out of the typical pattern, an exemplary implementation of NWDAF will be able of quickly figure out which part of the topology of the network or internet is in troubles, etc. enriching the criteria for realizing which Applications are weighing more in the KPI based on the failing Application ID and the kind of KPI. Then leading the service consumer to know how to react with the outcome of the Analytic-ID.  
KPIs to add in the Input data:
The following KPIs are added as input data: Per UE per Application ID, are Round trip time UL/DL, Packets Lost UL/DL, Bytes UL/DL, Bytes Peak UL/DL. Also, it is essential to include the Application IDs that are present in the whole Cell.
These KPIs show how healthy is each Application ID present in the traffic, therefore reflecting the transport resources availability, etc. Also, these KPIs will allow the ML models to point out the top ten Application IDs that are influencing most of the degradation of the QoS Sustainability, and will lead the service consumer know how to react with the outcome of the Analytic-ID.  


*** End of the changes ***



*** Start of the next change ***

[bookmark: _Toc50309989][bookmark: _Toc50021414][bookmark: _Toc50023921][bookmark: _Toc50023336][bookmark: _Toc50022687][bookmark: _Toc50021983][bookmark: _Toc50579721]6.61.6	Impacts on services, Existing Nodes and Functionality 
UPF:
-	At least one UPF in the path of each PDU session shall have available the following KPIs
	Information
	Source
	Description

	Application IDs
	UPF
	Packet Detection information as defined per PDR in the UPF, see TS 23.501

	Average Round Trip Time UL/DL
	UPF
	Per Application ID as detected by the PDR. Only UPF to UE. for reporting period provided in the subscription by NWDAF.

	Average Packets Lost UL/DL
	UPF
	Per Application ID as detected PDR for reporting period provided in the subscription by NWDAF.

	Average throughput UL/DL
	UPF
	Per Application ID as detected in the PDR for reporting period provided in the subscription by NWDAF. Corresponds to the number of bytes counted per Application-ID during each timeslot; UL/DL corresponds to the counted bytes that are transmitted/received by the UPF toward/from the subscriber per Application. This measurement is the average throughput measured during the time slot

	Peak throughput DL/UL
	UPF
	Per Application ID as detected in the PDR for reporting period provided in the subscription by NWDAF. the estimation of the byte counting be in case that the speed of the data stream will stay constant at max speed during the time slot of measurement at the reporting period. 



The UPF gets a request of KPIs for all applications bound to a list of UE IP address(s) and the reporting period.
NOTE 1: The support of RTT and Packet Lost per Application Id depends on the availability of these measurements in the transport protocol, e.g. TCP supports but QUIC does not support it. Whether these measurements required extension to transport protocol or keep it implementation specific is FFS.
NOTE2:	How the information in table above is reported by the UPF to NWDAF will not be defined in Rel-17.
N 

NWDAF:
-	To support additional data in the input data as defined in 6.61.6	
	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



-	To support additional data in the output data as follow
-	Statistics
	Information
	Description

	Top ten Application IDs 
	A list of top ten Application IDs that are contributing the most in the traffic (throughput)



-	Predictions
	Information
	Description

	Top ten Application IDs 
	A list of top ten Application IDs that are contributing the most in the traffic (throughput)


NOTE: the granularity of the Top ten Application IDs for statistics and predictions is per Location information (an area or a path of interest) as specified at the moment to request the service.
AF:
-	The AF acting as service consumer of this Analytics ID in Rel -16 will need to add capacity to receive in the Outcome of this Analytics ID the Top tem Application IDs


*** End of the changes ***
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