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Abstract: This contribution proposes a solution update to Federated Learning among Multiple NWDAF Instances for FS_eNA_Ph2 studies in Rel-17.
1. Discussion

In this paper, some corrections are proposed to further elaborate Solutions #24. In particular,

-
Figure of procedure and related steps description are harmonized in clause 6.24.1.2 and 6.24.1.3.
-
The impact of the Client NWDAF is revised.

This paper addresses above remaining issues as part of this solution (Sol # 24).  

2. Text Proposal

It is proposed the following changes to TR 23.700-91.

* * * * First change * * * *

6.24
Solution #24: Federated Learning among Multiple NWDAF Instances

6.24.1
Description

This is a solution for the Key Issue#2: Multiple NWDAF instances and Key Issue #19: Trained data model sharing between multiple NWDAF instances.
6.24.1.1
General

As shown in Figure 6.24.1.1-1, multiple NWDAF will be deployed in a big PLMN, so maybe it is difficult for NWDAF to centralize all the raw data that are distributed in different Areas. However, it is desired or reasonable for the NWDAF distributed in an Area to share its model or data analytics with others NWDAFs.
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Figure 6.24.1.1-1: Hierarchical NWDAF deployment in a PLMN
Federated Learning (also called Federated Machine Learning) could be a possible solution to handle the issues such as data privacy and security, model training efficiency, and so on, in which there is no need for raw data transferring (e.g. centralized into single NWDAF) but only need for model sharing. For example, with multiple level NWDAF architecture, NWDAFs may be co-located with an 5GC NF (e.g. UPF, SMF), and the raw data cannot be exposed due to privacy concerns and performance reasons. In such case, the federated learning will be a good way to let a Server NWDAF coordinate with multiple localized NWDAFs to complete a machine learning.

The main idea of Federated Learning is to build machine-learning models based on data sets that are distributed in different network functions. A Client NWDAF (e.g. deployed in a domain or network function) locally trains the local ML model with its own data and share it to the server NWDAF. With local ML models from different Client NWDAFs, the Server NWDAF could aggregate them into a global or optimal ML model or ML model parameters and send them back to the Client NWDAFs for inference.

This solution tries to involve the idea of Federated Learning into the NWDAF-based architecture, which aims to investigate the following aspects:

-
Registration and discovery of multiple NWDAF instances that support Federated Learning;

-
How to share the ML models or ML model parameters during the Federated Learning training procedure among multiple NWDAF instances.

6.24.1.2
General procedure for Federated Learning among Multiple NWDAF Instances
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Figure 6.24.1.2-1: General procedure for Federated Learning among Multiple NWDAF Instances
1-3.
Client NWDAF registers its NF profile (Client NWDAF Type (see TS 23.502 [3] clause 5.2.7.2.2), Address of Client NWDAF, Support of Federated Learning capability information, Analytics ID(s)) into NRF.

4-6.
Server NWDAF discovers one or multiple Client NWDAF instances which could be used for Federated Learning via the NRF to get IP addresses of Client NWDAF instances by invoking the Nnrf_NFDiscovery_Request (Analytics ID, Support of Federated Learning capability information) service operation.


It is assumed an Analytics Id is preconfigured for a type of Federated Learning. Thus, the NRF can realize the Server NWDAF is requesting to perform federated learning based on the pre-configuration. And the NRF responds to the central NWDAF the IP address of multiple NWDAF instances which support the Analytics Id.

NOTE 1：The analytic ID(s) supporting Federated Learning can be configured by operator.
7a:
Each client NWDAF communicates licensing conditions for its data and training infrastructure to participate in the federated learning task. These conditions can be based on policies set-up based on how sensitive the data is, how much compute is expected to be needed to perform local training, who will get the use the trained model, etc.

7b:
Based on the response from NRF, Server NWDAF selects which NWDAF clients will participate based on its desired license model.

7c.
Server NWDAF sends a request to the selected Client NWDAFs that participate in the Federated learning according to steps 7a and 7b including some parameters (such as initial ML model, data type list, maximum response time window, etc.) to help the local model training for Federated Learning.


8.
Each Client NWDAF collects its local data by using the current mechanism in clause 6.2, TS 23.288 [5].

9.
During Federated Learning training procedure, each Client NWDAF further trains the retrieved ML model from the server NWDAF based on its own data, and reports the results of ML model training to the Server NWDAF, e.g., the gradient. 
NOTE 2:
Server NWDAF interacts with Client NWDAF to deliver and update the ML model, and how to transfer the ML model and local ML model training results are up to the conclusion of KI#19.
10.
The Server NWDAF aggregates all the local ML model training results retrieved at step 9 such as the gradient to update the global ML model.

11.
The Server NWDAF sends the aggregated ML model information (updated ML model) to each Client NWDAF for next ground model training.

12.
Each Client NWDAF updates its own ML model based on the aggregated model information (updated ML model) distributed by the Server NWDAF at step 11.

NOTE 3:
The steps 8-12 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.

After the training procedure is finished, the globally optimal ML model or ML model parameters could be distributed to the Client NWDAFs for the inference.

6.24.1.3
Procedure for usage of Federated Learning in Abnormal Behaviour
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Figure 6.24.1.3-1: Procedure for usage of Federated Learning in Abnormal Behaviour
1.
A Server NWDAF determines to train an Abnormal Classifier using the input data defined in Table 6.7.5.2-1, TS 23.288 [5]). The Server NWDAF discovers two Client NWDAFs i.e. Client NWDAF 1 in Area A, Client NWDAF 2 in Area B that are participating in the license model as defined in steps 7 in figure 6.24.1.2-1.

2.
Client NWDAF 1 and Client NWDAF 2 collect raw data from SMF and AMF, respectively. The data collection procedures from AMF and SMF are defined in step 2-3, clause 6.7.5.4, TS 23.288 [5].

3-4.
Client NWDAF 1 and Client NWDAF 2 collect Exception information from AF, respectively. The Exception information is defined in clause 6.7.5.2, TS 23.288 [5].

Repeat from step 5-8 until the training termination condition (e.g. maximum number of iterations) is fulfilled:

5.
During Federated Learning training procedure, based on the local raw data, Client NWDAF 1 and Client NWDAF 2 further train the retrieved Abnormal Classifier from the Server NWDAF, respectively. 
6.
Client NWDAF 1 and Client NWDAF 2 respectively report the information of local training results for Abnormal Classifier (e.g. volume of the local dataset, parameters for update of the Abnormal Classifier) to the Server NWDAF.

7.
Server NWDAF aggregates all the local training results for Abnormal Classifier to derive the aggregated Abnormal Classifier information.

8.
Server NWDAF sends the aggregated Abnormal Classifier information to Client NWDAF 1 and Client NWDAF 2, and then, Client NWDAF 1 and Client NWDAF 2 update the its own Abnormal Classifier based on the aggregated Abnormal Classifier information distributed by the Server NWDAF.

After the training procedure is finished, the globally optimal Abnormal Classifier or Abnormal Classifier parameters could be distributed to the Client NWDAF 1 and Client NWDAF 2 as well as the new Client NWDAFs, if requested, for the inference.

6.24.2
Impacts on services, entities and interfaces
NWDAF:

-
Registration into NRF;

-
New Data Analytics (i.e. new Analytics ID) for Federated Learning, which can be configured by operator
-
As a server NWDAF,
-
Discover request to NRF with the analytics id corresponding to a federated learning

-
Client NWDAF instances discovery;
-
Receiving licensing condition from Client NWDAF to check the Client NWDAF's participation in the federated learning task;
-
Initial Federated Learning parameters determination and distribution;

-
Collection of local ML model information from the Client NWDAF instances;

-
Aggregates local model information to update ML model, e.g. for gradient calculation, reporting to the Server NWDAF;

-
As a Client NWDAF,

-
Receive aggregated model information (updated ML model) from Server NWDAF and perform local ML model update.

-
Report the licensing conditions to the Server NWDAF.
NRF:

-
Server NWDAF and Client NWDAF registration and discovery.

* * * * End of change * * * *
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