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Discussion 
Introduction

There are currently six solutions to KI#2, but they basically come in pairs with one version using QUICv1 and one version using MP-QUIC:
· Solution #1 and #6: Tunneling based approach using QUICv1 or MP-QUIC
· Solution #7 and #8: SOCKS and “transparent” proxy-based solution using QUICv1 or MP-QUIC
· Solution #13 and #14: MASQUE proxy-based solution using QUICv1 or MP-QUIC
The solutions are comprehensive and constructed with multiple “building blocks” covering different aspects such as QUIC Connection granularity, QUIC Connection control, ATSSS Rule enhancements, QoS handling etc. Some of these “building blocks” are solved in similar ways across certain solutions, while other “building blocks” are solved in different ways. 

Below we analyze the following aspects of each solution and propose way forward for each topic:

1. Granularity of QUIC Connections 

2. QUICv1 vs MP-QUIC

3. UP model: tunneling vs proxy
4. Control/Trigger of QUIC Connection setup by the UE

5. Mapping UL traffic in UE to QUIC Connection

6. Association between QoS Flow and QUIC Connection in UPF

7. QoS Rule and QER enforcement
Intent is also to try to divide the big KI#2 problem and discuss it piece by piece. 

NOTE: Topics 4-7 are somewhat coupled and need to be analyzed together.  
Topic 1: Granularity of QUIC Connections

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Granularity of QUIC Connections
	QUICv1: Per access and per QoS Flow

MP-QUIC: Per QoS Flow
	QUICv1: Per IP Flow (common across accesses)

MP-QUIC: Per IP Flow
	QUICv1: Per access and per QoS Flow

MP-QUIC: Per QoS Flow


Solution #7,8 differs from the other solutions in that it has one QUIC Connection per IP Flow, which is common across the two accesses (even for QUICv1). 

Having one QUICv1 Connection across two accesses, possibly with quite different characteristics in terms of RTT, loss rate etc, risks creating issues for the QUIC congestion controller. A special QUIC implementation may be able to take this into account, but general QUIC implementations will likely not work well in such a setup. It should therefore be avoided. The goal with having one QUIC connection across two accesses is to support traffic splitting (with support for re-ordering). But in order to do that it in a proper way it is preferable to go with a MP-QUIC based approach that has inherent support for using multiple paths with different characteristics.
Sol #7,8 also propose to use one QUIC Connection per IP Flow. This risk creating significant overhead to setup new QUIC Connections for every IP Flow. QUIC Connection per QoS Flow is enough to support proper QoS differentiation.

The approach in solutions #1,6,13,14, with separate QUICv1 Connections per QoS Flow and access, and one MP-QUIC Connection per QoS Flow, is thus preferred.

One aspect to consider is that MP-QUIC is not yet mature in IETF. The ATSSS solution using MP-QUIC therefore may need to be adjusted in order to work with the final outcome from IETF. For example, it is not clear whether one MP-QUIC Connection assume a single steering mode or can support multiple steering modes, and it is FFS how to solve it if it turns out that MP-QUIC will only support a single steering mode.  
Observation 1: A QUIC Connection per QoS Flow is preferred. In case of QUICv1, separate QUICv1 connections per access is preferred. Adjustments need to be made depending on the final IETF MP-QUIC solution.
Topic 2: QUICv1 vs MP-QUIC

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	QUICv1 vs MP-QUIC
	Both variants supported
	Both variants supported
	Both variants supported


All three solution pairs have variants for both QUICv1 and MP-QUIC. None of the QUICv1 solutions provide full multi-path capability as there are tradeoffs in all solutions. A full multi-path capable solution (based on MP-QUIC) is thus preferable over the QUICv1 based approaches. The QUICv1 solutions are primarily of interest in case IETF will not produce a stable WG draft or RFC within 3GPP rel-17 timelines, but 3GPP is anyway interested in getting “some” solution in rel-17. 
Since it is still unclear whether MP-QUIC will be available in rel-17 time frame, it is proposed to keep both QUICv1 and MP-QUIC options on the table for now.

Observation 2: A full multi-path capable solution (based on MP-QUIC) is preferable over the QUICv1 based approaches. The chances for including MP-QUIC in rel-17 is still FFS. Therefore, both QUICv1 and MP-QUIC options should be maintained for now. 
Topic 3: UP model: tunneling vs proxy
	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	UP model: tunneling vs proxy
	Tunneling of any traffic (IP, Ethernet)
	UDP proxying
	UDP proxying initially. 

IP proxying later.

Ethernet proxying is FFS


The user plane model differs between the three solutions. Sol #1,6 is using tunneling of the PDU over a QUIC/UDP/IP between UE and UPF, while Sol #7,8,13,14 are based on UDP proxying where the UDP/IP header does not need to be duplicated between UE and UPF. Sol #7,8 is based on using SOCKS proxy with QUIC, or a 3GPP-specific “transparent” variant, while Sol #13,14 is based on MASQUE proxy currently defined for QUIC by IETF.

The Sol #7/8 SOCKS variant is based on an old proxy protocol (SOCKS) that is also not tailored for QUIC. Alternatively, Sol#7/8 can use a 3GPP-specific “transparent” proxying method, which is not aligned with IETF-defined proxying solutions. The SOCKS option is not very efficient as it introduces delays for proxy setup and per-packet overhead as the payload is sent with a “UDP request header” carrying the destination IP address and port. Therefore, the Sol #13/14 is preferred over Sol #7/8 since it is based on IETF work, is a more modern proxying approach designed specifically for QUIC and has less overhead. 

Sol #1/6 tunnels the full PDU in a QUIC datagram and thus has a higher per-packet overhead than the proxy solutions. For a IPv6 PDU there is e.g. 48 byte UDP/IP header in the QUIC frame, compared to a 2-byte flow-id in the proxy method. The tunneling approach is however more transparent to the PDU Session type since the full PDU is encapsulated. The proxying method requires explicit support per proxied packet type (UDP, IP, Ethernet), and solution #13/14 initially supports UDP with later extensions for IP and potentially Ethernet. 

The proxying solution supports a proxy protocol between UE and UPF that has benefits for ATSSS e.g. to enable UE and UPF to agree on mapping between QUIC Connection and QoS Flow. It may also be used in (future) extensions e.g. to provide UE assisted steering mode information, trigger QUIC Connection setup etc. 
Observation 3: Both tunneling and proxy approaches are feasible. It is proposed to further discuss the pros and cons with each approach.
Topic 4: Control/Trigger of QUIC Connection setup by the UE

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Control/Trigger of QUIC Connection setup by the UE
	Triggered by “QUIC Connection Setup information” sent from UPF to SMF and then to the UE
	Triggered when UE has a new UDP/IP Flow that is to be proxied.
	Triggered when UE receives a QoS Rule with a new QFI.


Assuming that a QUIC Connection per QoS Flow is applied, as suggested in Observation 1, two options remain:

· Triggered by “QUIC Connection Setup information” sent from UPF to SMF to UE
· Triggered when UE receives a new QoS Rule
The “QUIC Connection Setup information” is an explicit request from the network to setup a QUIC connection to a specific IP address and port in UPF. The use of QoS Rule is a more implicit trigger to setup a QUIC Connection whenever a new QFI is activated.

Both options seem feasible. The choice depends also on how aspects related to mapping UL traffic in UE to QUIC Connection, and mapping between QoS Flow and QUIC Connection should be done (see topics 5 and 6 below).

Observation 4: Both possibilities to trigger QUIC Connections seems feasible
Topic 5: Mapping UL traffic in UE to QUIC Connection

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Mapping UL traffic in UE to QUIC Connection
	Based on ATSSS Rule (with explicit QUIC Connection info). I.e. ATSSS Rule selects both an access and QUIC Connection
	Not well described. 

UE has local association between IP Flow and QUIC Connection. 

(UE selects QFI based on QoS Rule and access based on ATSSS Rules).
	UE determines QFI (based on QoS Rule) and access (based on ATSSS Rules). 

The UE then has local association between QFI, access and QUIC Connection. No QUIC Connection info needed in the ATSSS Rule.


Solution #1,6 includes QUIC Connection selection information in the ATSSS rule. Since a QUIC Connection is also associated to a QoS Flow, it means that the ATSSS Rule matching implicitly also selects QoS Flow. 

The other solutions decouple access selection (based on ATSSS Rules) and QoS Flow selection (based on QoS Rules). The UE then uses the association between access type, QFI and QUIC Connection that was created when the QUIC Connection was established. 
Both options seem feasible and the choice between the two may depend on UE implementation aspects. This topic is however also related to 6 and 7 below.
Topic 6: Association between QoS Flow and QUIC Connection in UPF

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Association between QoS Flow and QUIC Connection in UPF
	Determined by UPF, when providing “QUIC Connection Setup information” to SMF
	Solution uses separate QUIC Connection per IP flow. The association to QoS Flow is thus based on the QoS of the IP flow 
	When UE initiates a QUIC Connection setup, triggered by a new QFI being activated, the UE informs UPF via MASQUE protocol. Alternatively, the UE informs UPF via QUIC Connection ID. 


Sol #1, 6 uses explicit “QUIC Connection Setup information” determined by UPF for each QFI, which is then provided to the UE. This ensures that UE and UPF have the same mapping between QFI and QUIC Connection. 

For Sol #7, 8, since a separate QUIC Connection is established per UDP/IP flow, the UPF needs to map downlink traffic for that UDP/IP flow to that QUIC Connection. When SOCKS is used, the 5-tuple is provided at the SOCKS exchange. With transparent mode, it is not clearly described, but possibly the UPF needs to set up a “reflective” mapping to QUIC Connection based on the uplink traffic received. 

Sol #13, 14 assumes that the UE initiates a new QUIC Connection when a new QFI (in a QoS Rule) is received. The UE then also informs UPF via MASQUE protocol (or the QUIC Connection ID) what QFI the QUIC Connection refers to. This ensures that UE and UPF have the same mapping between QFI and QUIC Connection.

Assuming that a QUIC Connection per QoS Flow is applied, as suggested in Observation 1, the two options in Sol#1,6 and Sol#13,14 remain. Both options seem feasible and the choice between the two can be discussed. Both options seem feasible and the choice between the two may depend on UE implementation aspects. This topic is however also related to 6 and 7 below.

Topic 7: QoS Rule and QER enforcement

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	QoS Rule and QER enforcement
	QoS Rule and QER map QUIC Connections to QoS Flows, i.e. they are acting on the outer IP header. No need for QoS Rules with inner IP header filters.
Also describes an option for QoS Rule acting on inner header as well. 

FFS which one to use.
	QoS Rule and QER acting on inner header
	QoS Rule and QER acting on inner header


Sol #1,6 initially assumed that QoS Rules need to be created by SMF for the outer header (QUIC Connection). This is different from rel-16 where QoS Rules always refer to the inner (e2e) header. Since Sol #1,6 have QUIC Connection information in the ATSSS Rule, the ATSSS Rule basically maps a packet also to the QoS Flow making the QoS Rule somewhat superfluous. A QoS Rule acting on outer header is therefore possible. 
For the UPF, QER however must be applied per SDF (i.e. the inner header) since UPF needs to perform bit-rate enforcement per SDF. It is not enough to apply QoS on QUIC Connection granularity. Furthermore, UPF needs to perform flow-based charging per SDF. Therefore, the QER and URR granularity need to be maintained as in rel-16 and cannot be done per QUIC Connection.

Solutions #7,8,13,14 apply QoS Rules (and QER) to the inner header as in rel-16. This requires that the UE needs to provide the QFI as “metadata” to the packet processing functionality after the QUIC packet has been created (and possibly been encrypted). This option is also more straightforward when it comes to Reflective QoS and easier to support in SMF since the SMF does not need to generate special QoS Rules for the QUIC Connections. 
For the UPF, applying QER and URR on SDF granularity is required. For the UE, either option can work, but there is an open issue on how to support Reflective QoS in case QoS Rules are applied to the outer header.
Observation 5: For the UPF, applying QER and URR on SDF granularity is required. For the UE, it seems possible to apply QoS Rules to either the inner header (per SDF) or outer header (per QUIC Connection). The latter option however assumes that QUIC Connection is determined based on ATSSS Rule as described in Sol #1,6 (see topic 5) and that SMF generates QoS Rules per QUIC Connection. There is also an open issue for the latter option on how to use Reflective QoS. The option to apply QoS Rules to the inner (e2e) header is therefore preferred.
Proposal

It is proposed to update TR 23.700-93 as follows.

**** First Change ****
7
Evaluation

Editor's note:
This clause will provide a general evaluation of the solutions.
7.X 
Evaluation for KI #2: Steering Functionality

The following aspects of each solution is evaluated:

1.
Granularity of QUIC Connections 

2.
QUICv1 vs MP-QUIC

3.
UP model: tunneling vs proxy
4.
Control/Trigger of QUIC Connection setup by the UE

5.
Mapping UL traffic in UE to QUIC Connection

6.
Association between QoS Flow and QUIC Connection in UPF

7.
QoS Rule and QER enforcement
NOTE: Topics 4-7 are somewhat coupled and need to be analyzed together.  

Topic 1: Granularity of QUIC Connections

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Granularity of QUIC Connections
	QUICv1: Per access and per QoS Flow

MP-QUIC: Per QoS Flow
	QUICv1: Per IP Flow (common across accesses)

MP-QUIC: Per IP Flow
	QUICv1: Per access and per QoS Flow

MP-QUIC: Per QoS Flow


Solution #7,8 differs from the other solutions in that it has one QUIC Connection per IP Flow, which is common across the two accesses (even for QUICv1). 

Having one QUICv1 Connection across two accesses, possibly with quite different characteristics in terms of RTT, loss rate etc, risks creating issues for the QUIC congestion controller. A special QUIC implementation may be able to take this into account, but general QUIC implementations will likely not work well in such a setup. It should therefore be avoided. The goal with having one QUIC connection across two accesses is to support traffic splitting (with support for re-ordering). But in order to do that it in a proper way it is preferable to go with a MP-QUIC based approach that has inherent support for using multiple paths with different characteristics.

Sol #7,8 also propose to use one QUIC Connection per IP Flow. This risk creating significant overhead to setup new QUIC Connections for every IP Flow. QUIC Connection per QoS Flow is enough to support proper QoS differentiation.

The approach in solutions #1,6,13,14, with separate QUICv1 Connections per QoS Flow and access, and one MP-QUIC Connection per QoS Flow, is thus preferred.

One aspect to consider is that MP-QUIC is not yet mature in IETF. The ATSSS solution using MP-QUIC therefore may need to be adjusted in order to work with the final outcome from IETF. For example, it is not clear whether one MP-QUIC Connection assume a single steering mode or can support multiple steering modes, and it is FFS how to solve it if it turns out that MP-QUIC will only support a single steering mode.  

Topic 2: QUICv1 vs MP-QUIC

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	QUICv1 vs MP-QUIC
	Both variants supported
	Both variants supported
	Both variants supported


All three solution pairs have variants for both QUICv1 and MP-QUIC. None of the QUICv1 solutions provide full multi-path capability as there are tradeoffs in all solutions. A full multi-path capable solution (based on MP-QUIC) is thus preferable over the QUICv1 based approaches. The QUICv1 solutions are primarily of interest in case IETF will not produce a stable WG draft or RFC within 3GPP rel-17 timelines, but 3GPP is anyway interested in getting “some” solution in rel-17. 

Since it is still unclear whether MP-QUIC will be available in rel-17 time frame, it is proposed to keep both QUICv1 and MP-QUIC options on the table for now.

Topic 3: UP model: tunneling vs proxy
	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	UP model: tunneling vs proxy
	Tunneling of any traffic (IP, Ethernet)
	UDP proxying
	UDP proxying initially. 

IP proxying later.

Ethernet proxying is FFS


The user plane model differs between the three solutions. Sol #1,6 is using tunneling of the PDU over a QUIC/UDP/IP between UE and UPF, while Sol #7,8,13,14 are based on UDP proxying where the UDP/IP header does not need to be duplicated between UE and UPF. Sol #7,8 is based on using SOCKS proxy with QUIC, or a 3GPP-specific “transparent” variant, while Sol #13,14 is based on MASQUE proxy currently defined for QUIC by IETF.

The Sol #7/8 SOCKS variant is based on an old proxy protocol (SOCKS) that is also not tailored for QUIC. Alternatively, Sol#7/8 can use a 3GPP-specific “transparent” proxying method, which is not aligned with IETF-defined proxying solutions. The SOCKS option is not very efficient as it introduces delays for proxy setup and per-packet overhead as the payload is sent with a “UDP request header” carrying the destination IP address and port. Therefore, the Sol #13/14 is preferred over Sol #7/8 since it is based on IETF work, is a more modern proxying approach designed specifically for QUIC and has less overhead. 

Sol #1/6 tunnels the full PDU in a QUIC datagram and thus has a higher per-packet overhead than the proxy solutions. For a IPv6 PDU there is e.g. 48 byte UDP/IP header in the QUIC frame, compared to a 2-byte flow-id in the proxy method. The tunneling approach is however more transparent to the PDU Session type since the full PDU is encapsulated. The proxying method requires explicit support per proxied packet type (UDP, IP, Ethernet), and solution #13/14 initially supports UDP with later extensions for IP and potentially Ethernet. 

The proxying solution supports a proxy protocol between UE and UPF that has benefits for ATSSS e.g. to enable UE and UPF to agree on mapping between QUIC Connection and QoS Flow. It may also be used in (future) extensions e.g. to provide UE assisted steering mode information, trigger QUIC Connection setup etc. 

Topic 4: Control/Trigger of QUIC Connection setup by the UE

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Control/Trigger of QUIC Connection setup by the UE
	Triggered by “QUIC Connection Setup information” sent from UPF to SMF and then to the UE
	Triggered when UE has a new UDP/IP Flow that is to be proxied.
	Triggered when UE receives a QoS Rule with a new QFI.


Assuming that a QUIC Connection per QoS Flow is applied, as suggested in Observation 1, two options remain:

· Triggered by “QUIC Connection Setup information” sent from UPF to SMF to UE
· Triggered when UE receives a new QoS Rule
The “QUIC Connection Setup information” is an explicit request from the network to setup a QUIC connection to a specific IP address and port in UPF. The use of QoS Rule is a more implicit trigger to setup a QUIC Connection whenever a new QFI is activated.

Both options seem feasible. The choice depends also on how aspects related to mapping UL traffic in UE to QUIC Connection, and mapping between QoS Flow and QUIC Connection should be done (see topics 5 and 6 below).

Topic 5: Mapping UL traffic in UE to QUIC Connection

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Mapping UL traffic in UE to QUIC Connection
	Based on ATSSS Rule (with explicit QUIC Connection info). I.e. ATSSS Rule selects both an access and QUIC Connection
	Not well described. 

UE has local association between IP Flow and QUIC Connection. 

(UE selects QFI based on QoS Rule and access based on ATSSS Rules).
	UE determines QFI (based on QoS Rule) and access (based on ATSSS Rules). 

The UE then has local association between QFI, access and QUIC Connection. No QUIC Connection info needed in the ATSSS Rule.


Solution #1,6 includes QUIC Connection selection information in the ATSSS rule. Since a QUIC Connection is also associated to a QoS Flow, it means that the ATSSS Rule matching implicitly also selects QoS Flow. 

The other solutions decouple access selection (based on ATSSS Rules) and QoS Flow selection (based on QoS Rules). The UE then uses the association between access type, QFI and QUIC Connection that was created when the QUIC Connection was established. 

Both options seem feasible and the choice between the two may depend on UE implementation aspects. This topic is however also related to 6 and 7 below.

Topic 6: Association between QoS Flow and QUIC Connection in UPF

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Association between QoS Flow and QUIC Connection in UPF
	Determined by UPF, when providing “QUIC Connection Setup information” to SMF
	Solution uses separate QUIC Connection per IP flow. The association to QoS Flow is thus based on the QoS of the IP flow 
	When UE initiates a QUIC Connection setup, triggered by a new QFI being activated, the UE informs UPF via MASQUE protocol. Alternatively, the UE informs UPF via QUIC Connection ID. 


Sol #1, 6 uses explicit “QUIC Connection Setup information” determined by UPF for each QFI, which is then provided to the UE. This ensures that UE and UPF have the same mapping between QFI and QUIC Connection. 

For Sol #7, 8, since a separate QUIC Connection is established per UDP/IP flow, the UPF needs to map downlink traffic for that UDP/IP flow to that QUIC Connection. When SOCKS is used, the 5-tuple is provided at the SOCKS exchange. With transparent mode, it is not clearly described, but possibly the UPF needs to set up a “reflective” mapping to QUIC Connection based on the uplink traffic received. 

Sol #13, 14 assumes that the UE initiates a new QUIC Connection when a new QFI (in a QoS Rule) is received. The UE then also informs UPF via MASQUE protocol (or the QUIC Connection ID) what QFI the QUIC Connection refers to. This ensures that UE and UPF have the same mapping between QFI and QUIC Connection.

Assuming that a QUIC Connection per QoS Flow is applied, as suggested in Observation 1, the two options in Sol#1,6 and Sol#13,14 remain. Both options seem feasible and the choice between the two can be discussed. Both options seem feasible and the choice between the two may depend on UE implementation aspects. This topic is however also related to 6 and 7 below.

Topic 7: QoS Rule and QER enforcement

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	QoS Rule and QER enforcement
	QoS Rule and QER map QUIC Connections to QoS Flows, i.e. they are acting on the outer IP header. No need for QoS Rules with inner IP header filters.
Also describes an option for QoS Rule acting on inner header as well. 

FFS which one to use.
	QoS Rule and QER acting on inner header
	QoS Rule and QER acting on inner header


Sol #1,6 initially assumed that QoS Rules need to be created by SMF for the outer header (QUIC Connection). This is different from rel-16 where QoS Rules always refer to the inner (e2e) header. Since Sol #1,6 have QUIC Connection information in the ATSSS Rule, the ATSSS Rule basically maps a packet also to the QoS Flow making the QoS Rule somewhat superfluous. A QoS Rule acting on outer header is therefore possible. 

For the UPF, QER however must be applied per SDF (i.e. the inner header) since UPF needs to perform bit-rate enforcement per SDF. It is not enough to apply QoS on QUIC Connection granularity. Furthermore, UPF needs to perform flow-based charging per SDF. Therefore, the QER and URR granularity need to be maintained as in rel-16 and cannot be done per QUIC Connection.

Solutions #7,8,13,14 apply QoS Rules (and QER) to the inner header as in rel-16. This requires that the UE needs to provide the QFI as “metadata” to the packet processing functionality after the QUIC packet has been created (and possibly been encrypted). This option is also more straightforward when it comes to Reflective QoS and easier to support in SMF since the SMF does not need to generate special QoS Rules for the QUIC Connections. 

For the UPF, applying QER and URR on SDF granularity is required. For the UE, either option can work, but there is an open issue on how to support Reflective QoS in case QoS Rules are applied to the outer header.

**** End of Changes ****
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