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Abstract: This contribution provides evaluations of solutions proposed for KI#1 and the way forward for KI#1.
1. Introduction
KI#1 addresses whether and how to support the quota on the maximum number of UEs concurrently registering for a network slice defined by an S-NSSAI, in particular, this KI addresses the followings:
1. How does 5GS know about the maximum number of UEs that the network slice can support? Which NF(s) need to know such quota? 
2. How does 5GS know about the current number of UEs accessing the network slice? Which NF(s) need to know about this information? 
3. Whether and how does 5GS enforce such quota when a UE registers for the network slice and that would cause the quota to be exceeded. 
4. How does 5GS selectively enable this quota only for Network Slices that require it? 
5. How does 5GS treat roaming UEs?
Overall, ten solutions are addressed for KI#1: Support of network slice related quota on the maximum number of UEs. Among them, 
· Nine solutions (sol #1, #2, #3, #4, #8, #9, #18, #19, and #38) are addressed to KI#1 by proposing various quota control and enforcement mechanisms (i.e., centralized or distributed) and different proposal of quota control and management NFs, including OAM, new NFs or existing 5GC NFs. 
· One solution (sol #15) is addressed a generic solution for Point (3) of KI#1 by providing a back-off timer usage for the UE requests which may exceed the maximum number of UEs quota.
2. Discussion
Technical Discussion #1: Back off timer usage
Among ten solutions, sol#15 addresses a generic solution for Point (3) of KI#1 by providing a back-off timer usage for the UE requests which exceed the maximum number of UEs per S-NSSAI quota.
Proposal #1: Solution #15 can be considered a complement solution for the selected solution(s) of KI#1.

Technical Discussion #2: Accuracy of SLA enforcement
Solution #4 and #9 are NWDAF based solutions, where the quota enforcement decision is made per Analytics data of NWDAF. To generate the analytics output, the data collection by NWDAF is based on the event report from OAM or AMF. 
The Network Slice quota control and management requires an accurate quota control and enforcement. It means that at any time, the slice SLA quota must be enforced as accurately as possible according to the allowed quota and the remaining quota. It should avoid over-enforcement (i.e., UEs’ requests are accepted although the allowed quota is consumed) or under-enforcement (i.e., UEs’ requests are rejected although the remaining quota is available) due to the delay in quota status reports, notifications or updates. Hence, the actual control and decision should be taken by 5GC NF(s) based on the measurement based quota status, instead of Analytics data provided by NWDAF, which results over- and under-enforcement of quota. This problem cannot be overcome completely even if the solution considers a very high reporting and notification frequency, which will result a huge signaling overheads. In addition, the Analytics data is for a decision making in sol#4 and #9 rather than a recommendation. Hence, this concept is not aligned with the intention of NWDAF.
Proposal #2: The solutions for KI#1 must be able to guarantee the slice SLA enforcement at any time and as accurately as possible. It should avoid over-enforcement or under-enforcement. The quota enforcement should be based on real time measurement of registered UE and not per the analytics data. Thus, solution #4 and #9 are not recommended to normative phase.

Technical Discussion #3: Scalable solution design for the support of multiple instances of quota enforcement NFs
Solutions #2, #3, #38 are centralized solutions where the quota is kept at a central enforcement point and all the requests for registration/deregistration are decided by a central enforcement NF (NSQ, NSSF, CHF). In sol #2, #3 and #38, every quota update related actions need to be sent to this central enforcement NF. Several other solutions enable the quota update related actions to be done in two-level, if necessary. It is possible that some quota update related action are handled by the distributed enforcement NFs. Only if the distributed enforcement NFs have not enough quota, the additional quota related action from the central enforcement NF is required. In that model it is also possible to take actions only at the central enforcement NF, i.e. the distributed quota enforcement model covers the centralized quota enforcement model.  
The centralized only enforcement NF based solutions have disadvantages over distributed enforcement NF based solutions, e.g., signaling overheads and scalability issues. One of the fundamental features of 5GS is to support the deployment of multiple network slices and multiple network slice instances with availability of multiple network function instances in a large network deployment. This can only be supported by distributed enforcement NF based solutions.
In addition Solution #38 is CHF based solution which requires interactions between 5GC and CHF based on the existing charging trigger point. Solution #38 has the following open issues:
· This CHF based Quota control is based on the online charging model, which is not supported in roaming case. Even for the offline charging system, the involvement of CHFs in different PLMNs are not supported. So how to support roaming quota control in CHF based solution needs to be further clarified.
· In most cases the UE may be distributed over several CHFs. However this solution requires only one of the CHFs could be used for the slice SLA enforcement. So, additional considerations for CHF discovery/selection mechanism is required. 
· The existing charging trigger point is not enough to cover all potential slice change cases, e.g. NSSAA. So new charging trigger point for quota management need to be defined. 
· In some cases, no charging may be required per UE and therefore the CHF interaction for slice SLA enforcement could not re-use. For example, the group of UEs based charging (e.g., for a vertical customer) is more cost efficient than per UE based. Hence, the quota enforcement by one of the CP aggregation points (e.g., PCF) are preferable.
Proposal #3: Solutions with support of distributed quota control and enforcement mechanisms are suitable for KI#1. Thus, solutions (#2, #3, and #38) with centralized quota control and enforcement mechanisms are not recommended to the normative phase. Open issues of solution #38 need to be further clarified.

Proposal #4: OAM dependent
Solution #8 is OAM dependent solution where OAM performs quota management functionalities (local quota allocation and updates) to 5GC enforcement NF (i.e., AMF Sets). Within each AMF Set, AMFs performs enforcement based on the current registered UEs at a central counter at UDSF and one AMF needs to report to OAM when a threshold crossed event occurs, e.g., the local maximum value is reached. 
Solution #8 requires interactions and signaling between 5GC and OAM for quota allocation, quota status reports, notifications and quota updates. The OAM system is required to directly update the local quota stored at the AMF per the report from AMF if the configured quota is not enough. In one slice it may include several AMF sets, which are from different vendors. Normally how to configure the NF parameter is implemented via NF management system from corresponding NF vendor. It is unclear how to support the interactions between the OAM entity, which manages slice quota and vendor specific AMFs/AMF Sets in a multi-vendor environment. 
Solution #8 and #38 both require further evaluation by SA5 (e.g., which OAM entity supports services for quota allocation, reporting and updates in sol#8, what are the new interactions with the CHF and which CHF services need to be defined?). In addition, the fulfilments of roaming support described in Point (5) of KI#1 is not clear if the quota control entity is in OAM or CHF.
Proposal #4: Solutions related to SA5 work, e.g. with OAM dependency, require further evaluation by SA5. Thus, solution #8 and #38 are not preferable solutions for KI#1. 

Technical Discussion #5: Minimization of System impact
Solution #1 considers the existing 5GC NF, PCF. Solutions #18 and #19 are based on new defined NF(s). However solution #19, new NFs (QCF and QEF) could be existing NF (e.g., PCF). Accordingly, in solution #18, the new NF (SQM) may be deployed together with the existing NF (e.g., PCF). 
The main functionalities of solutions #1, #18 and #19 are very similar, e.g., the principles of quota enforcement NF and quota manager, while sol#1 covers an efficient/better mechanisms than sol#18 or #19. For example, the change of the quota enforcement NF in sol#1 (i.e., PCF) should not occur so frequently as the change of quota enforcement NF in sol #18 (i.e., AMF). Moreover, sol#1 has advantages of enforcing operator defined policy for handling slice quota exceeding or exceptions or exemptions at quota control and enforcement NF. 
In addition, compared to a new NF based solution, a solution with existing NF can minimize system architecture impacts and increase reusability of NFs and services.
Proposal #5: Solution with existing NF can minimize system architecture impacts and increase reusability of NFs and services. Thus, it is preferable for KI#1.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-40.
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Editor's note:	This clause will provide a general evaluation of the solutions.
 7.X	Evaluation on solutions of KI#1
Solutions #1, #2, #3, #4, #8, #9, #15, #18, #19, and #38 address KI #1 on support of network slice related quota on the maximum number of UEs.
Solution #15 can be considered a complement solution for the selected solution(s) of KI#1 by providing a back-off timer usage for the UE requests which exceed the maximum number of UEs per S-NSSAI quota.
Solutions #4 and #9 are NWDAF based solutions, where the quota enforcement decision is made by Analytics data of NWDAF. The Network Slice quota control and management requires an accurate quota control and enforcement. It means that at any time, the slice SLA quota must be enforced as accurately as possible according to the allowed quota and the remaining quota. It should avoid over-enforcement (i.e., UEs’ requests are accepted although the allowed quota is consumed) or under-enforcement (i.e., UEs’ requests are rejected although the remaining quota is available). Analytics data provided by NWDAF results over- and under-enforcement due to the delay in quota status reports, notifications or updates. This problem cannot be overcome completely even if the solution considers a very high reporting and notification frequency, which results a huge signaling overheads. Thus, the actual quota control and decision should be taken by 5GC NF(s) based on measurement based quota status, instead of Analytics data. In solution #4 and #9, the Analytics data is for a decision rather than a recommendation, which is not aligned with the intention of NWDAF. Thus, solution #4 and #9 are not recommended for the normative work.
Solutions #2, #3 and #38 are centralized solutions where the quota is kept at a central enforcement point and all the requests for registration/deregistration are decided by a central enforcement NF. The centralized based solutions have disadvantages over distributed solutions, e.g., signaling overheads and scalability issues. One of the fundamental features of 5GS is to support the deployment of multiple network slices and multiple network slice instances with availability of multiple network function instances in a large network deployment. Thus, solutions with support of distributed quota control and enforcement mechanisms with flexibility to support a centralized quota control and enforcement are suitable for KI#1. In addition, sol#38 has open issues to be further clarified. For example, (i) how to support roaming quota control (ii) additional interactions for CHF discovery/selection (iii) requirements of new charging triggered point/services for slice quota control which is different with existing quota management by CHF (iv) how to handle slice quota management if no CHF interaction is required. Overall, solutions (#2, #3 and #38) with centralized quota control and enforcement mechanisms are not recommended to the normative phase. Open issues of solution #38 need to be further clarified.
Solution #8 is OAM dependent solution where OAM performs quota management functionalities (local quota allocation and updates) to 5GC enforcement NF (i.e., AMF Sets). It is unclear how to support the interactions between OAM entity, which manages slice quota, and vendor specific AMFs/AMF Sets in a multi-vendor environment. The CHF based solution (sol#38) is also SA5 dependent. Both solutions (#8 and #38) requires further evaluation by SA5. For example, which OAM entity performs local quota control and management in sol#8 and how to identify CHF services for quota control and enforcement in sol#38. The fulfilments of roaming support is unclear if the quota control entity is in OAM or CHF. Thus, solution #8 and #38 are not recommended to the normative phase.
Solution #1 considers the existing 5GC NF, PCF. Solutions #18 and #19 are based on new defined NF(s). However, in solution #19, new NFs (QCF and QEF) could be existing NF (e.g., PCF) whereas, in solution #18, the new NF (SQM) may be deployed together with the existing NF (e.g., PCF). The main functionalities of solutions #1, #18 and #19 are very similar, e.g., the principles of quota enforcement NF and quota manager, while sol#1 covers better mechanisms than sol#18 or #19. For example, the change of the quota enforcement NF in sol#1 (i.e., PCF) should not occur so frequently as the change of quota enforcement NF in sol #18 (i.e., AMF). Moreover, sol#1 has advantages of enforcing operator defined policy for handling slice quota exceeding or exceptions or exemptions at quota control and enforcement NF. In general, solutions with existing NF can minimize system architecture impacts and increase reusability of NFs and services, thus, solution(s) with existing NF is preferable for KI#1.
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8.x Conclusions for Key Issue #1
The following principles are agreed:
· Solutions must be able to guarantee the slice SLA enforcement at any time and as accurately as possible. It should avoid over-enforcement or under-enforcement.
· Solutions with support of distributed quota control and enforcement mechanisms are selected.
· Comparing to OAM or CHF based solutions, 5GC NFs based solutions are selected.
NOTE: 	Solutions with OAM/CHF dependency require further evaluation by SA5.
· Solutions with existing NF can minimize system architecture impacts and increase reusability of NFs and services, thus, the existing NF based solution is preferable.
Based on the above principles, the solution#1 is preferred to be used for the normative work. 
Solution #15 with support of back off timer usage is a complement solution for the selected solution(s) of KI#1.
* * * * End of changes * * * *
3GPP
SA WG2 TD

