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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes an evaluation and conclusion of edge relocation in KI#2.
1	Introduction
This contribution draws a conclusion and evaluation to each solution for edge relocation in KI#2.
2	Discussion
The classify of edge relocation scenario is listed below: 
Scenario 1: AF/EAS executes relocation first because of load balance or breakdown. And AF/EAS notifies 5GC to make network side relocation. 
Scenario 2: 5GC executes network side relocation first. When UE is moving, 5GC perceives and prepares the network side relocation such as UPF/UL CL/PSA reselection. After that, 5GC send notification to EAS/AF to prepare or execute the relocation.
According to classification above, based on relocation procedure and triggers, the solutions are classified below: 
Table 2-1: Classification of scenario and overall edge relocation procedure
	Scenario
	Candidate Solutions
	Description

	Scenario 1
	#28, #29, #33, #52, #55 and etc.
	After EAS relocation, AF sends a request to influence traffic routing for Sessions or an individual UE address. That request provides Traffic Filters, DNAIs and N6 traffic routing info. PCF will generate PCC based on AF request and perform SM policy procedure to trigger SMF to reselect user plane. Another alternative method is the EAS IP address is directly sent to SMF for user plane relocation. After relocation of user plane, UE can get new EAS IP address by DNS query or application layer mechanism. Then the traffic flow between UE and new EAS has been established.

	Scenario 2
	#23, #24, #25, #27, #29, #30, #31, #32, #33, #34, #38, #39, #40, #51, #52, #53, #54 and etc.
	Due to UE moving, 5GC perceives UE’s moving and triggers network side relocation. 5GC sends early notification to AF/EAS to prepare EAS relocation such as new EAS IP selection according to target DNAI lists sent by 5GC. After user plane reselection, 5GC sends late notification to AF/EAS. AF and EAS can execute context relocation. EAS IP address will send to UE by application mechanism or UE triggers DNS query.



The mechanism enhancement of edge relocation is listed in Table 2-2 below such as reducing packet loss, EAS IP address acquirement and DNS based mechanism and etc. This mechanism can better improve service continuity, UE’s agnostic, context migration and maintain traffic link.
Table 2-2: Newly introduced mechanism to enhance edge relocation

	Reducing packet loss
	#27, #38, #52, #53
	In order to maintain the connectivity before acquiring new EAS IP address, 5GC establishes the N9 tunnel between old user plane and new user plane (essentially between old and new UL CL). The traffic from UE, still terminates to old EAS via new UL CL, old UL CL and old PSA. For the new selected PSA, it buffers the traffic. After accomplishment of relocation and EAS IP acquiring, the old user plane resource is released.

	
	#38
	When the End Marker is received, the EAS knows that no more uplink packet from the old path for the QoS Flow and EAS relocation can be done.

	Trigger DNS quickly
	#24
	After a move of PSA, when the UE tries to contact the old edge application server, the UPF/SMF will respond with an ICMP Destination Unreachable Message. 

	Indication to UE for DNS cache flush
	#32
	5GC sends a DNS re-resolution indication to UE. This DNS resolution indication tells UE to rediscover the application server in the indicated area.

	EAS IP provision from AF
	#28, #31, #37, #54
	After EAS relocation, another alternative method to send EAS IP address to 5GC is via AF request. Also, SMF can subscribe the changing of EAS IP address in AF.

	UE agnostic to IP changes
	#29, #30
	If UE is agnostic to edge relocation, UE can be settled an anchor EAS IP address. And when edge relocation happens, UPF/PSA/UL CL is responsible for IP replacement. 

	MPTCP
	#39
	Re-using some concepts of the MA-PDU session and path-switching mechanism based on MPTCP

	Maintain TCP link
	#26
	The 5GC allocates an address pool for persistent IP address allocation. The TCP link of network side is maintained.

	NEF enhancement
	#40
	NEF is pre-configured with relationship between DNAI and AF address, may also including EAS address. Therefore, the NEF has the whole picture of which AF/EAS is close to the local PSA UPF, and suitable AF can be selected for retrieving and configuring applications status information.



3	Proposal
************* Start Changes *************
7	Overall Evaluation
[bookmark: _Hlk51852185]7.x	Evaluation of Solutions for Key Issue #2 for Edge relocation
Solution 21:
This solution introduces a new parameter to enhance URSP rules. Provisioning Domains (PvDs) may be configure on UEs by PCF through enhanced URSP rules. Enhanced URSP rules associated with PvDs can be added/updated/removed to/from UE upon UE relocation, which may enable UE applications to select a new PvD, corresponding to a new Data Network (e.g., Local Data Network) in some cases, to communicate with the same or a different service instance on the same or different DN after UE relocation. PvD is a consistent set of network configuration information used for nodes (e.g., UEs) that may be attached to multiple networks simultaneously. But in solution 1, it has already solved the problem for UE establishing appropriate PDU session for special EAS. And providing URSP influence parameters for the edge application traffic (identified by IP address of the EAS or FQDN of the Edge service) to 5GC and UE has minimum influence. Introduction of PvD brings influence to UE and network. Existing SA2 flow and mechanism can better solve the edge relocation. There is no need to further involve PvD in URSP rules because of overlap in function and major changes. 
Solution 23:
This solution has updated in solution 51 for all connectivity models. See the analysis in solution 51. 
Solution 24:
ICMP is introduced to indicate UE that the cached DNS result can’t be used anymore for session breakout. When UE moving to a new area, the optimal EAS may change and UE is not aware of change of PSA for a flow in session breakout scenario. It will waste of time for UE use cached DNS result to connect old EAS. SMF/UPF is responsible for generate ICMP message and the result is that it has a low time for DNS result to live in UE. This characteristic is supported by UE in real deployment. It is useful and a proper time for UE to trigger DNS query. It is recommended for normative work. 
Solution 25:
This procedure describes how edge for stateful applications can be "sticky" so that the UE is served from the location (EAS/LDN) where its state is persisted while any relocation procedures are considered. EAS IP address is an anycast IP address. In order to maintain stateful traffic, two methods are described: the first option considers that the EAS is aware and ensures forwarding to same server instance by redirecting to a specific anycast server address. This is a pure application mechanism that no impact to network and UE. In the second option, the application domain is not aware and 5GC assists by storing "flow state" and transferring it on handover to the new path. Flow state is referred to a 3-tuple. UPF/PSA sends the flow state to SMF and SMF configures the state to new UPF/PSA. This can be supported in EAS anchored to an anycast IP address each time. 
Another solution is face to edge relocation based on application mechanism. It is a general procedure that 5GC perceives UE moving and executes EAS relocation later. 
Using anycast EAS IP address is preferred and solution 25 is recommended for normative work.
Solution 26:
This solution introduces 5GC allocates persistent address for mobile UE to eliminate the mobility. The 5GC allocates an address pool for persistent IP address allocation. This pool can be used for scenarios besides MEC. But this solution is incomplete. The intention of this solution is maintaining the TCP link between network and EAS. But when UE moves, the optimal EAS may change, so the target EAS IP changes. So, just maintain the TCP link in network side is not enough. Also, it is unclear how to provide new EAS IP address to UE and the UE impact. Solution 26 can only be seen as a subset of solution facing to persistent address allocation for UE. 
Solution 27:
In this solution, both the AF and SMF can trigger the EAS relocation. Whatever 5GC perceives UE moving or AF send request (procedure doesn’t have), 5GC sends early notification to EAS/AF and EAS/AF prepares the relocation such as new EAS IP address determination according to target DNAI lists. The user plane is relocated and this solution provides mechanism to reduce packet loss. The N9 tunnel is established between old UL CL and new UL CL to route traffic to old EAS. And the newly selected PSA buffers the uplink to new EAS until the last packet sent to old EAS. The overall edge relocation procedure based on UL CL and 5GC trigger can be the baseline and the mechanism to reduce packet loss is also recommended as baseline.
Solution 28:
In solution 28, 5GC subscribes the event of EAS IP change in AF. When EAS triggers relocation, AF may provide the changed EAS IP address with the response to successful application relocation. This is recommended for the situation EAS relocated due to load balance or breakdown. While the changed EAS IP address provided by 5GC via NAS message to UE can’t work when UE doesn’t have the capability to deliver EAS IP address to application layer. This mechanism is not recommended. 
Solution 29:
The overall solution can be covered by (also covered by other solutions) solution 27, solution 28 and solution 30 respectively. It describes the procedure that 5GC perceives UE moving, AF/EAS relocates first and triggers network relocation and IP replacement in UE agnostic scenario. It is recommended that sections in solution 29 merged to other baseline solutions. 
Solution 30:
In this solution, aiming at the scenario of UE agnostic to EAS IP address replacement. Trigger of relocation and network relocation mechanism are the same. While for EAS IP address, compared to solution 27 and etc, UE is settled an anchor EAS IP address and no longer get new EAS IP address. For UL traffic, the destination IP address is replaced with the Local EAS IP address at Local PSA. For DL traffic, the source IP address is replaced back with the Anchor EAS IP address at Local PSA. To some extent, UE saves the delay of querying EAS IP through application layer, DNS, etc. And UE is not responsibility for the connectivity of business. UPF has fully control of IP replacement and requires resolve of DPI data packet of each edge computing service, so as to know its destination IP, which requires high packet resolve capability of UPF. But there exists safety issue that network hijack the traffic. This scheme is recommended as a normative for UE agnostic scenarios after safety evaluation.
Solution 31:
This solution can be seen as a combination of each part in solution 27, solution 28. That the overall architecture of relocation procedure is the same as solution 27 that 5GC executes relocation first and triggers EAS relocation. But the EAS IP address provision to 5GC via AF request is the same as in solution 28. It is recommended. While the EAS IP address provision to UE via 5GC NAS PCO which is the same as in solution 28 is not recommended. 
Solution 32:
In this solution, it introduces an indication sent by 5GC to UE for removing DNS cache. When network relocates or DNAI changes, the SMF sends DNS re-resolution indication to UE via PDU Session Modification Command. The indication may be associated with an area information, which is indicated by the IP segment, subnet info, a list of FQDNs or DNS suffixes. The application server which is located in the indicated area need be rediscovered. This DNS resolution indication tells UE to rediscover the application server in the indicated area by triggering a new DNS query, not using the former DNS cache result. In the reality, when IP connection changes, chips of UE will notify OS to trigger new DNS query and remove the DNS cache. So, introducing the indication from network is acceptable. The mechanism of solution 32 is feasible.
Solution 33:
This solution describes a IP preserving PSA relocation where the application context including L4 network context can be transferred between the EAS(es). SMF decides to relocate the PSA with preserving IP address and the upper layer context using PDU Session Modification Command to the UE via AMF. The message includes the IP preservation required and the upper layer context control information to the UE. The upper layer control information may include whether to preserve the upper layer context when releasing this PDU Session. When the second PDU need to be established, UE sends the IP preservation request and UE IP address that is allocated by the SMF to SMF for second PDU session. If SMF determines that the requested IP address can be allocated and routable with the PSA-UPF2, the SMF allocates the requested IP address and establishes the N4 Session with the PSA-UPF2. The SMF sends the IP address to the UE in the PDU Session Establishment Accept to the UE via AMF. 
The overall of solution is complex. It can be seen that UE doesn’t have the decision-making of whether the preserved IP can be used or not. It still needs network to make decision whether the UE IP preserved or not. Also, if the UE IP wants to be maintained, the existing SSC3 mechanism should be applied. After the second PDU session established, the former PDU session and UE IP are released. This solution is not recommended for normative work. 
Solution 34:
This solution provides a solution for local DN notification to the UE for KI#2. The local DN notification is configured in SMF or PCF. The local DN configuration includes the following information such as: IP address range, L-DNS address or FQDN, Indicator to support the application relocation across the local DN(es) and etc. Maybe some local configuration information such as DNAI, L-DNS IP address sent to UE may have benefit. But it should balance the benefit and UE impact. According to solution 34, the balance is not obvious. So, it can only be accepted some information can be sent to UE but it doesn’t define action.
Solution 35 & Solution 36: 
Solution 35 & 36 provide solutions for enabling an edge computing relocation with considering user plane low latency, when required by the edge application server (EAS) and/or the edge enabler server (EES). It brings enhancement of AF influence so that the EAS or EES acting as AF can provide the user plane latency requirements to the SMF so that the SMF decides to relocate the PSA-UPF based on the user plane latency requirements. But there are no existing procedures in SA2 involved latency. Latency such as QoS monitoring is just a reference for dynamic adjust QoS policy to some degree. If no user plane meets the requirement of delay, how to select a proper UPF/PSA is FFS. 
Solution 37:
This solution introduces a provision of EAS IP address by Parameter Provisioning Service. SMF gets updated EAS End-Point Address information from the AF when Applications are migrated, or End-Point address are re-allocated. The AF communicates this to the SMF via a NEF Specific Parameter Provisioning Service. But the mechanism that EAS IP provision to UE is not recommended. This still needs UE capability to support because UE should deliver the EAS IP address to upper layer. There is no direct API to deliver and UE has no guarantee to do this. 
Solution 38:
The proposal solution addresses potential improvements of the coordination of change of the Edge Application Server and (local) PSA to support seamless change, e.g. preventing or reducing packet loss. The N9 tunnel establishment between two UL CL is the same idea as solution 27 providing. End marker is used for indicate the last packet. When the Flow End Marker is received, the source EAS knows that no more uplink packets from the UE. The source EAS stops to handle packets and EAS relocation can be started. This is a useful mechanism for continuity and has minimum influence. It can be recommended. 
Solution 39:
This solution enables the change of PSA, in coordination with the EAS relocation, by re-using some concepts of the MA-PDU session and path-switching mechanism based on MPTCP. The support of MA-PDU session is enabled using MPTCP functionality, i.e. MPTCP on the UE and MPTCP Proxy on the PSA. The UE and the UPF may establish 2 MPTCP sub-flows (or data paths) from 2 different ANs towards two EAS. And relocation is accomplished by switching from one session to another. MPTCP protocol should be supported by both server side and UE. And not all of the UE now supports MPTCP. This solution brings impact to UE and network. It is recommended as an alternative besides general relocation flow. 
Solution 40:
This solution is still in the architecture of 5GC dominates the relocation procedure. In order to support continuity, this solution proposes the enhancement of NEF function, including: NEF caches the status information of APP, NEF sends the status information of APP to AF, and maintains the mapping relationship between DNAI and AF of local PSA. Generally speaking, it breaks through the function of NEF itself. All of the traffic through NEF towards AF/EAS will be resolved and inspection. But considering L-NEF located local site in KI#3 and frequent request between 5GC and EAS, NEF involved and assisted in relocation procedure is reasonable because the NEF is the first hop for AF traffic. It is recommended as an alternative enhancement solution.
Solution 51:
This solution supports all connectivity models which is extended based on solution 23 and describes Discovery of Edge Application Server at edge relocation due to PDU Session re-anchoring. The UE is Edge Computing Service agnostic. The UE starts using the IP address /prefix associated with the PSA (if this is available) for the traffic flows. When EAS relocates and 5GC configures new IP connection, a new DNS request will be triggered if the application client supports OS notifications of the new IP connection. It may also be triggered by an application internal redirect (e.g. HTTPS redirect), or by loss of connectivity, only to mention some reasons. The traffic flow from UE to old and new EAS will coexist for some time to execute context migration. Old user plane resource will be released after timer expiry. No other impacts on network and UE. 
Solution 51 can be seen as high level and general procedure for edge relocation. All other solutions supplement the details and parameters of procedure. 
Solution 52:
This solution put forward the details of edge relocation procedure under two scenarios described in Section 2 to supplement the solution 51. The details of scenario 1 is similar to solution 27 with some difference when UE using the new EAS IP address. And the details of scenario 2 is similar to solution 29 6.29.2.2 and etc. 
A newly introduced keepExisting indication as well as timing indication sent by AF to SMF are related to the current UP path. SMF gets and interprets keepExisting indication indicating that in case of UP path changes to the specified DNAI the existing UP path should also be temporarily kept (i.e. session continuity upon ULCL relocation is to be used as well as the timing indication related to keeping the old UP path. But according to solution 27, setup the N9 tunnel between old and new user plane can better solve the problem without any modification to network. So, the keepExisting indication is not recommended. 
Solution 53:
This solution still describes the overall procedure for two scenarios. The solution complements solutions for dynamic ULCL/Local PSA insertion (e.g. Solution #22) where Dynamic ULCL/Local PSA insertion is triggered by the DNS messages for EAS FQDN resolution. That solution requires involvement of a function that coordinates EAS discovery using DNS and the 5GC connectivity for the application. Dynamic BP/ULCL & Local PSA insertion is triggered by the DNS messages with LDNSR involvement. LDNSR functionality includes selecting the traffic filters for the BP/ULCL considering the EAS in the DNS response and any local configuration for the EC Application. When UE triggers DNS query, the DNS Query is sent via target BP/ULCL & PSA1 to LDNSR. The DNS response includes the new EAS selected and triggers LDNSR to request a PDU session update to provision the traffic filters in the target BP/ULCL. 
This solution can be seen as an extension based on solution 52 for LDNSR deployment. LDNSR replaces the function of SMF for dynamic UL CL/L-PSA selection, insertion and update triggered by DNS messages. User plane function management is detached from SMF and SMF is responsible for send early/late notification to AF. The function of LDNSR should be determined first after KI#1 conclusion and the details of procedure is recommended. 
Solution 54:
This solution introduces a relocation scheme for SSC mode 3. The AF/EAS subscribes the UP path change notification and SMF will send the DNAI corresponding to UPF to AF/EAS. AF/EAS will use this DNAI to reselects target EAS. This solution describes the similar behaviour of SMF and AF. SMF can subscribe the EAS IP change of AF and AF can also subscribe the UP path change. Different from other solutions that SMF can send early/late notification to AF without AF subscription. This solution can be seen as a substitute. 
Solution 55:
This solution addresses scenarios that an AF located in the core network is selected. However, due to UE mobility and corresponding relocation to Edge DNAI, a new local AF serving Edge Applications are selected. This scenario can also be classified into the scenario 1 as a subset and gives a clear indication of relocation from central to edge. This is applicable to certain scenarios.
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9.x	Conclusions regarding solutions for Key Issue #2 for Edge relocation 
Solution #21, “Provisioning URSP configuration to the UE to establish PDU Sessions for edge applications based on Provisioning Domains” is not recommended into the normative phase.
Solution #23, “DNS for AS Discovery at Edge Relocation” is recommended into the normative phase.
Solution #24, “Support of edge relocation, triggering of new DNS query by the UE” is recommended into the normative phase.
Solution #25, “Seamless Change of Edge for Stateful Applications” is recommended into the normative phase.
Solution #26, “Persistent address allocation for mobile UEs that need MEC access” is incomplete and not recommended into the normative phase.
Solution #27, “Reducing packet loss during EAS relocation” is recommended into the normative phase and referred as baseline to 5GC triggers and reducing packet loss.
Solution #28, EAS IP provided in NAS message in “Supporting application server change based on AF notification” is not recommended into the normative phase.
Solution #29, “CN-based edge relocation” is recommended into the normative phase and merged to other solution.
Solution #30, “UE Agnostic EAS IP address replacement for traffic subject to edge computing” is recommended into the normative phase before demonstration of safety issues.
Solution #31, EAS IP provided in NAS message in “Application Relocation with UE assistance” is not recommended into the normative phase.
Solution #32, “UE DNS cache flush” is recommended into the normative phase.
Solution #33, “IP preserving PSA relocation” is not recommended into the normative phase and merged to other solution.
Solution #37, “AF-based EAS End-Point-Address update via External Parameter Provisioning” is not recommended into the normative phase and merged to other solution.
Solution #38, “EAS change with reducing packet loss in uplink” is recommended into the normative phase.
Solution #39 “EAS relocation coordinated with PSA change” is recommended into the normative phase as an optional solution.
Solution #51 “Edge Relocation for all connectivity models” is recommended into the normative phase as an optional solution and for the baseline of general procedure of edge relocation.
Solution #52 “Service Continuity at EAS relocation with PSA coexistence in session break-out scenarios” is recommended into the normative phase.
Solution #53 “Service Continuity at Edge Relocation with DNS triggered insertion of BP/ULCL and Edge PSA” is recommended into the normative phase except keepExisting indication.
Solution #54 “EAS relocation for SSC mode 3 PDU Session” is recommended into the normative phase.
Solution #55 “Multiple AFs” is recommended into the normative phase.
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