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1
Background
This contribution adds a discussion on the impact of name server (NS) cache in the application layer of the UE. KI#2 solutions (23, 24, 32, 34, 51, 52, 53, 54) that depend on DNS to trigger immediately after UE relocation should expect that application level DNS caching may prevent this until that cache timer expires. Some recommendations in each of these cases are provided.
2 - Application Level Name Resolution Caching:
Application level NS cache in many browsers and applications do not use the TTL hint from DNS. Rather, they have fixed values as a default configuration. The figure below illustrates the multiple levels of name/DNS caches on path of a request like gethostbyname ( ) when the application attempts to resolve the FQDN to an IP address. 
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Many applications and browsers maintain their own name cache. Examples in the figure are Chrome, Mozilla and JRE with default cache timers values set to between 60-120 sec. The cache timer value in each of these cases is a configuration parameter. This can have an impact on server reselection behavior following handover.
The figure below shows a sequence for name resolution following new PDU session setup (e.g., after handover). The flow highlights details from a UE perspective since the aim is to show the role that applications level name resolution caches play.
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(since sol# 51 is more general, it is used in example for comparison)
In (1), an application request to resolve “fqdn-1” traverses the application NS, stub resolver of UE OS and the DNS network resolvers. The result is cached at each of the layers.
(-- this corresponds to sol# 51 steps 1, 2)
Following handover (2) and setup of new PDU session/IP connection (new UE address = IP2), the UE stub resolver /OS cache maybe flushed but not the application name cache. Thus fqdn-1 still gets resolved to IP-eas1.
However, the expected behavior is for a network DNS resolution to return IP-eas2 (EAS2).
( -- this part is not explicitly identified in KI#1 solutions, but needs to be considered)

After the application NS cache timer expires (3), any application request for name resolution is forwarded to the network DNS resolver  
( -- this is the expected behavior in sol# 51, step 3+. However,  there may be significant delay depending on cache expiry and application behavior.)
Application layer DNS caching may have an impact on when the UE issues a network DNS query following a handover that results in setting up a new PDU session and IP address. There is a very large number of applications/application frameworks in use and there are no explicit recommendations for when (or if) an application should perform a DNS cache flush. 

Evaluation:
Solutions (#23, #24, #32, #34, #51, #52, #53, #54) suggest means for establishing a connection with the ‘closest’ EAS following handover. To do so, they depend on DNS lookup to be triggered immediately after UE relocation. Since it is a new IP connection, it is expected that a fresh DNS resolver and cache that will select the ‘closest’ EAS. However, DNS caching at the application layer results in name resolution using previously cached entries that result in no new DNS network lookups until the application cache timer expires.
Since cache timeout values on UE application side caching can be significant, the following behavior should be expected: 
-
Applications using connection oriented transport should expect to continue connecting with the old EAS until application cache timer expires. Alternatively:
(a)
an application layer redirect is sent with the URL/FQDN of the new EAS.
(b)
application uses anycast destination address that are routed to the new ‘closest’ EAS. No new procedures are required for KI#2 in this case.
-
Applications not using connection oriented transport (e.g., multicast or subscribe/ notify communication patterns) should be responsible for detecting connection change (e.g., notification from UE connection manager). The application should take appropriate actions to indicate new IP address (e.g., in IGMP/MLD membership report message; new subscribe message). 
2. 


Proposal

It is proposed to include the following updates in TR 23.748.


* * * * 1st Change * * * *
7.X
Evaluation of solutions for Key Issue #2
Impact of Application Layer DNS caching:

Solutions #23, #24, #32, #34, #51, #52, #53, #54 propose means for establishing a connection with the ‘closest’ EAS following a handover. To do so they depend on DNS lookup to be triggered immediately after UE relocation. Since it is a new IP connection it is expected that a fresh UE instance of the DNS resolver will select the ‘closest’ EAS. However, DNS caching at the application layer results in name resolution using previously cached entries that will result in no new DNS network lookups until the application cache timer expires.
Since cache timeout values on the caching UE application side can be significant, the following behavior should be expected: 

-
Applications using connection oriented transport should expect to continue connecting with the old EAS until the application cache timer expires. Alternatively:
(a)
an application layer redirect is sent with the URL/FQDN of the new EAS.
(b)
an application uses anycast destination addresses that are routed to the new ‘closest’ EAS. No new procedures are required for KI#2 in this case.
-
Applications not using connection oriented transport (e.g., multicast or subscribe/ notify communication patterns) should be responsible for detecting connection change (e.g., notification from UE connection manager). The application should take appropriate actions to indicate new IP address (e.g., in IGMP/MLD membership report message; new subscribe message). 


* * * * 2nd Change * * * *
9
Conclusions

Editor's note:
This clause will list conclusions that have been agreed during the course of the study item activities.
9.x
Conclusions for Key Issue #2
In Solutions #23, #24, #32, #34, #51, #52, #53, #54, following a UE handover/new connection, applications should expect to continue connecting with old EAS until the application cache timer expires.
Editor's Note:
The issue of UE based DNS caching is FFS.
* * * * End of Changes * * * *
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