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1	Introduction
The evaluations of KI#2 shall be done according to the investigations specified in the description of it in chapter 5.2.1. 
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The evaluation needs to be done based on the aspects described in 5.2.1 in TR 23.748. In short, these aspects are:
-	Triggers
-	Are the existing mechanisms (UL-CL, SSC-modes, AF influence on traffic routing, and LADN) enough?
-	Change of PSA when the applications do not support change of client address
-	Seamless change of EAS, preventing or reducing packet loss
-	Coordination of EAS and PSA change preventing packet loss
-	Evaluate seamless change for different hosting models (KI#1) and for stateful and stateless applications

Looking at the evaluations needed, it is a very strong requirement to reduce/prevent packet loss to avoid any connectivity disturbance. Three out of six requirements are about this. Packet loss may (depending on use-case) include that packets are not delivered on time as well. The latency due to data synchronization and mobility added during the relocation should therefore be included in the evaluation for stateful application support. Any solution shall of course also support multiple simultaneous applications. This drives that the relocation solution needs to have data synchronization controlled by the application client and/or application servers for these use-cases. This includes parallel/simultaneous signalling support to both the old and the new EAS – dual leg connectivity support. Such functionality is currently used by some applications in smartphones to make a smooth handover between LTE and WiFi or vice versa. 
It is also stated that any solution should also be evaluated for both stateful and stateless applications. Minimal latency and avoidance of packet loss is very important to be able to support some stateful applications, but it is not a strict requirement. As all solutions supports applications without client specific states in one way or the other, this will not be included in the comparison. The comparison will however indicate whether the solution is describing how data is to be synchronized between the old and the new EAS.
To avoid getting different application solutions for different EC Connectivity models, any solution should be evaluated towards all of them. As LADN is adding an additional PDU session to the UE, this is assumed to be a multiple session for evaluation purposes. 
The triggers to be used are here not considered to be evaluation criteria, instead these are to be described for the different solutions in the conclusions.
The last aspect from the requirements is about changing PSA without application support for change of the client address. This requirement is only applicable for applications that are not to be updated to support edge relocation or edge breakout at all. This is however not written to cover TCP/UDP ports and other aspects of the connectivity. It is reasonable to assume that this is only applicable if the application client is identified by the IP address (that then must be statically assigned and in most cases it needs to be a public address), stateful/stateless is not of importance for this case. This requirement can be achieved in several different ways, e.g. by reusing the same IP address at multiple PSA’s with UL-CL as well as with SSC#2. It is however not working with SSC#3 and Multiple sessions/LADN without terminal specific address translation in the PSA. Also note that UE client address preservation puts requirements on the routing (e.g. all potential UE addresses must be routable at all edge sites and that the addresses can’t be routable to/from other edge sites or the global Internet) unless session specific tunnelling is used to the EAS.
One aspect that was not covered in the requirements was impact on current standards, operating systems and applications. This is an area that can be discussed back and forth, but for this evaluation 3GPP specific application APIs are chosen as they in most cases reflect NAS signalling and other aspects such as special APIs, changes to OSes as well as additional functionality in the NAS signalling. These aspects may all delay or block the introduction of edge services in the networks. Also note that any specific 3GPP signalling regarding edge relocation towards the UE may be hard to support in other device types than tightly integrated ones (e.g. hard to support with tethering or the way modem integration in computers is currently done).
Based on this the following evaluation table is proposed to be used for KI#2:

	Solution
	Data synchronization support
	UL-CL support
	Distributed anchor support with SSC#2
	Distributed anchor support with SSC#3
	Multiple Sessions/LADN Support
	Application controlled data synchronization possible
	UE client address preservation support
	No
3GPP specific APIs
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Notes:
1) UE client address preservation can be achieved for UL-CL (and in some cases SSC#2), at the cost of packet loss and latency additions.
2) UE IP address preservation may be achieved, it is however not explicitly described.
3) The HTTP redirect may be used to get “dual legs”, but is not described
4) Address preservation is achieved, but connectivity is temporarily lost which may affect the application. Routing needs to be isolated between the edge sites and all IP

The different criteria may be valued differently when concluding, but it is reasonable that we have solutions that support most of the them in the normative specification.
Solutions #12, #24, #35, #36, #55 and #56 are not complete solutions, they are however addressing aspects of interest to other solutions that may (if considered important enough) be added to these during the normative phase. 
When studying the characteristics of the available solutions for KI#2, one can see that many of the proposed solutions are only supporting UL-CL/session breakout. This is an important case, but it will likely not be the only model used in the networks. Both distributed anchor in a single session (SSC#2 & SSC#3) as well as a multiple session setup are likely to be used as well. Especially multiple sessions are of interest due to network slicing requirements as well as that may implicitly drive edge computing. Based on this it is not reasonable to base an edge relocation solution only on these.
At first glance solutions #37, #40, and #51 (#53 and #54 are detailed versions of #51, #23 is more or less a subset of #51, #52 is very similar to #51) are the most generic solutions. #23 is a subset of #The main characteristics are:
· Solution #37 adds 3GPP specific APIs to assist the EAS relocation
· Solution #40 uses NEF to transfer application data between the servers
· Solution #51 puts the responsibility for coordination and signalling to source and target EAS on the application to let the application handle the timing
Solution #51 supports different EC connectivity models and it is the solution that fulfils most requirements and works independent of EC model. It can even be used without 3GPP specific interactions with the network and is also applicable with other access types (e.g. WiFi), but it may be enhanced by 3GPP specific APIs to add additional value. To avoid different solutions depending on use-case and other limitations any solution should be generic enough to allow the same application implementation to work at different operators and edge deployment models. As no standards updates are needed to support Edge Relocation according to solution #51 and additional optional functionality enhancing the functionality is possible, this seems as the best way forward. 
Based on this it is reasonable to base a description of edge relocation on solution #51 and add relevant functionality and clarifications from other solution proposals on top of this to allow for as many of the desired characteristics as possible. 
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It is proposed to add the following changes in TR 23.748.
**************************** Start Change ***************************
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[bookmark: _Toc50467035][bookmark: _Toc50468379][bookmark: _Toc50468649][bookmark: _Toc50468920][bookmark: _Toc50630895][bookmark: _Toc50631397]7.1.1	General evaluation criteria
The following criteria will be used for evaluation of the solutions proposed to KI#2. The following points shall be evaluated:
1. Is the solution supporting data synchronization with stateful applications?
2. Is the solution working with distributed anchor and SSC#2?
3. Is the solution working with distributed anchor and SSC#3?
4. Is the solution working with UL-CL?
5. Is the solution working with multiple sessions and/or LADN?
6. Is the solutions supporting application controlled data synchronization between the application servers?
7. Is the solution supporting UE address preservation at PSA change/insertion?
8. Will the solution require 3GPP specific APIs in the client? 
The different criteria may be valued differently when concluding. Bullet #6 above is however of high importance as three out of six requirements for KI#2 are about minimizing latency and packet loss when changing server and this is the most optimal way to handle that.
9.1.2	Conclusions regarding solutions for Key Issue #2 for Edge Relocation
Solution 51 is the most generic solution as it supports all the requirements with a single application design independent of edge breakout model and network deployment.  Solutions #51 is therefore proposed to be used as a baseline for the normative phase. It can then be enhanced with functionality from other solutions as needed.
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