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Abstract of the contribution: This paper proposes a solution for Key Issue #3: Levels of authorization for Multicast communication services. 
1
Introduction

This paper proposes a solution for Key Issue #3: Levels of authorization for Multicast communication services – handling UE request and authorization by ASPs.
2
Proposal

The following changes are proposed to TR 23.757:

* * * * First change – all inserted text* * * *

6.X
Solution #X: ASP-handled UE request and authorization
This is ONE of the solutions for “Key Issue #3: Levels of authorization for Multicast communication services”.

With this solution, the ASP handles all requests from UEs to receive traffic and then notifies the 5MBS system to deliver multicast traffic to the requesting UE.

Consider that a content provider (CP, i.e. ASP) who currently delivers content via IPv4/6 unicast. A subscriber of the CP clicks a link on a web portal to request certain content. That request is typically handled by a CDN node closest to the requesting subscriber. The CDN node starts delivering the content via unicast after authorization. If the CDN node itself does not yet have the requested content, it first requests the content from an upper level node.

That model works transparently regardless of how the subscriber is connected to the CDN node, e.g. whether it is via wireline or wireless (3GPP) connection. Now if the requested content is real-time, popular, and high data rate (e.g. World Cup Soccer matches, American Football games or Chinese Spring Festival Gala), a huge number of viewers simultaneously watching will put a huge burden on the network service providers (SPs). As more and more people watch content on their UEs, this will also impact MNOs because many duplicate copies of the same content will be delivered by the MNOs.
One way to relieve the burden is for the CP to use multicast for large scale delivery of real-time high data rate content, coordinating with SPs. Using IPTV infrastructure is one option and using transparent IPv4/v6 multicast transport mode of 5MBS is another option in case of MNO. This is explained further in the following sub-sections.

6.X.1
Functional description

One particular consideration the CP has is that it wants to keep its current model of handling content request and authorization on its own. Once it decides that a particular multicast content is to be delivered to a certain subscriber, it will notify the network service provider to set up relevant state.

Suppose that the CP/ASP has an agreement with an MNO to deliver IPv4/v6 multicast to UEs and the following approaches are taken:

· The ASP does its own handling of subscriber requests and authorization, and then notifies the MNO to start/stop delivery of certain IPv4/v6 multicast flow to certain UEs. Notice that in this case the UEs don’t interact with MNO (e.g. sending IGMP joins) to request multicast data.

· The MNO tries to set up multicast sessions to the specified UEs per requests from the ASP. The success/failure status may be notified back to the ASP so that both operators have the data for tracking charges.

This model works between CPs and SPs (both MNOs and wireline SPs). It will facilitate the adoption of multicast for large scale real-time high data rate content delivery, which benefits both the CPs and MNOs/SPs.

6.X.2
Procedures

The high level procedures for the ASP-MNO interactions are outlined in the previous section already. Once the MNO gets the notification from the ASP to start/stop sending multicast traffic to a UE, it can be handled as if an IGMP/MLD join/leave message was received from the UE in the PDU session.

The procedures are integrated into session management solutions. At this time, only integration with Solution #3 is specified but it is expected to be integrated also with other selected solutions as appropriate.

Specifically, alternative 1a is added to Clause 6.3.2.1 and 6.3.2.3:
Alternative 1a: ASP (Application Service Provider) signalling (ASP requests 5GC to start/stop sending certain multicast session data to a certain UE).

4A. The ASP determines that a certain UE (identified by its IP address) should start/stop receiving multicast traffic identified as (multicast source, multicast group), and notifies 5GS via NEF.

Editor’s Note: Whether the IP address alone is enough to identify the UE or if GPSI should be used is FFS. Ideally, the ASP should use the same signalling for both wireline and wireless networks so using IP address alone is preferred. When the application on a UE communicates with the ASP, its address can be detected by the ASP and used in the ASP’s signalling to 5GS, which should be able to identify the UE based on its address.

4B. The NEF identifies the SMF1 that is responsible for the UE and notifies SMF1 of (multicast source, multicast group, UE address, start/stop). This is as if the UE sent IGMP/MLD join/leave to UPF1 and UPF1 intern notified SMF1 as in Alternative 1.

Editor’s Note: handling of case where UE is not connected is FFS. 

4C. The SMF1 notifies session setup/deactivation result to ASP via NEF.

6.X.3
Impacts Analysis

To make this work, there need to be defined interfaces between ASP and MNO for the following:

1. ASP registers with MNO for IPv4/v6 multicast delivery with certain QoS requirement

2. ASP notifies MNO of the IP addresses of UEs that should start/stop receiving certain IPv4/v6 multicast flow

3. MNO notifies ASP of the success/failure status of corresponding notifications from ASP

The above are likely Nnef interfaces. Depending on how 5MBS is implemented, Namf/Nsmf/N2/N4 interfaces may be impacted based on the Nnef signaling with ASPs.
* * * * End of First change * * * *
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