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Abstract of the contribution: This contribution proposes updates to clarify how the solution supports the range of UE DNS OS/application layer stub resolver behaviour with respect to caching and TTL.  The second change resolves Editor’s note in 6.5.2.4 on OAM measurements.
1
Background
This update for Sol#5 address two areas: 
· how to support the range of DNS resolvers in UE for encrypted DNS; and 
· resolve the editor’s note in 6.5.2.4 on OAM measurements and DNS backend.

DNS Resolver Behavior in UE

DNS stub resolvers for DoH and DoT (encrypted DNS modes) may be set per application or system wide by the UE OS DNS resolver. This behavior varies from OS to OS and is likely to be the case in future considering the range of devices and OS for IoT and vertical applications. 
Current UE DNS stub resolver also intrepret TTL hints and implement caching differently. Examples of stub resolvers at OS and application level and their behavior are summarized in the table below [1]:
	Implementation
	TTL honored
	Min-TTL
	Max-TTL
	Entries

	Android
	No
	2 sec
	2 sec
	16

	Chrome/-ium
	No
	1 min
	1 min
	1000

	dnsmasq
	Yes
	0*
	68 years
	150*

	Java
	No
	Session
	Session
	150*

	mDNSResponder
	Yes
	15 sec
	48 days
	512+ kiB

	Mozilla Necko
	No
	2 min*
	2 min*
	400*

	Necko (Win32)
	Yes*
	1 min*
	68 years
	400*

	systemd-resolved
	Yes
	0
	2 hours
	4096

	Trident
	No
	30 min
	30 min
	128

	WebKit
	No
	1 min
	1 min
	400

	Windows DNS
	Yes
	0
	2 days*
	2 MiB


Studies on caching and TTL [2] indicate that there is little guidance on setting TTL and caching behavior for DNS and this results in behavior that varies significantly when chosen for different scenarios. 

DNS stub resolvers for DoH and DoT (encrypted DNS modes) may be set per application, or set system wide by the UE OS DNS resolver and this behavior varies from OS to OS. A wide range of UE DNS stub resolver with different TTL/caching at OS or application layer should work seamlessly over a PDU session to a DNS network resolver located at an MNO (central or local) or a 3rd Party Provider (3PP) location. To support this, the application address should be provisioned such that DNS will answer with the same address for a wide network area and over a large time period. Thus, whether it is a UE DNS stub resolver at OS level, individual application resolvers or implementations with different caching behavior, DNS in the network can give a consistent answer that works across all the implementations. 
In summary, anycast addresses provisioned by the application domain and dynamic N6 routing allows:

a) Consistent DNS answer over a wide network area and a long time period; thus permitting various UE DNS operation modes, UE mobility and access to network DNS resolver over different PDU session connection modes.
b) Dynamic N6 routing to selected EAS/ server instance corresponding to application domain service provisioning for an application anycast address.
Both anycast and various IP routing (BGP, route controllers) are widely deployed due to advantages over site based (N+k) server load balancing and mitigation of DDoS attacks (i.e., compared to individual sites, routed networks are inherently more resilient). For 5GC and edge computing, these factors of server distribution are even more significant as there are larger number of much smaller edge sites.
Thus, the recommendation is to address these aspects with support from application domain using anycast application address and dynamic N6 routing.
OAM Measurements and DNS Backend
The second change removes editor’s note in 6.5.2.4. The clarification is that N6 OAM measurements can be provided to the application domain controllers (AF) which it uses in turn to update DNS backend and provide updates to IP routes for anycast server instance selection.
These are standard mechanisms in wide use currently and have no direct impact on 5GC procedures.
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Proposal

It is proposed to include the following updates in TR 23.748.


* * * * 1st Change * * * *
6.5.2.2
DNS behavior at UE

A UE can perform discovery by performing the following procedures:

1.
Application Client attempts to access a resource at a certain URI:

a.
Resource request is handled by the UE operating system;

b.
UE extracts the domain name;

c.
If needed, UE performs PDU Session establishment with activation of user plane resources;

d.
UE performs DNS query for the IP address associated with the domain name.

2.
The UE performs DNS query for the IP address associated with domain name:

a.
The DNS query is sent to either:

i.
the DNS resolver configured in the UE;

ii.
the DNS resolver provided by the serving MNO in step 1c.

b.
The DNS resolver recursively queries root nameservers & authorative nameservers to retrieve the IP address(es) currently associated with that domain name.


With some existing extensions to DNS, the authoritative (DNS) nameserver may return different responses based on the perceived topological location of the user. This is described in clause 6.5.2.3.

c.
This information is recursively returned to the DNS resolver, which responds to the requesting UE with the resolved IP address.

NOTE 1:
This complete sequence of queries is not necessarily performed every time a request is made. At each step, a DNS server may respond with a cached copy of the information.

NOTE 2:
In the case of Edge Computing, the returned IP address is likely to be an IP Anycast address, contrary to the way server IP addresses are discovered via application-layer solution (e.g. by HTTPS). This allows a single IP address to be resolved to the most local server to the source UE identified by the IP anycast destination address.

3.
The UE attempts to access a resource at a certain IP address (e.g. HTTP PUT, GET, POST).

a.
The UE creates and sends a packet to the destination IP address as discovered in step (2) of this solution;

b.
IP routing takes place to determine the most suitable path for the packet on a hop-by-hop basis;

c.
In the case of IP anycast, a single destination address may have multiple routing paths to two or more endpoint destinations;

d.
The routing differs between IPv4 (which uses Border Gateway Protocol (BGP)) and IPv6 (which supports Anycast natively) but, in both cases, the system will route the anycast packet to the "nearest" host with the anycast address.

NOTE 3:
"nearest" is determined in terms of metrics which may be based on other parameters than geographic location (e.g. lowest cost, least congested, shortest time).

As a result, the UE accesses the resource from the "closest" server.
DNS stub resolvers for DoH and DoT (encrypted DNS modes) may be set per application or system wide by the UE OS DNS resolver and this behavior varies from OS to OS. A wide range of UE DNS stub resolver with different TTL/caching at OS or application layer should work seamlessly over a PDU session to a DNS network resolver located at an MNO (central or local) or a 3rd Party Provider (3PP) location. To support this, the application address should be provisioned such that DNS will answer with the same address for a wide network area and over a large time period. 
Anycast addresses provisioned by the application domain and dynamic N6 routing allows:

a) Consistent DNS answer over a wide network area and a long time period; thus permitting various UE DNS operation modes, UE mobility and access to network DNS resolver over different PDU session connection modes.

b) Dynamic N6 routing to select EAS/ server instance corresponding to application domain service provisioning for an application anycast address.



* * * * 2nd Change * * * *
6.5.2.4
Provisioning Metrics in AF

Via SLA, configuration, OAM, or subscription, the AF is provisioned/collects the metrics that are used to provision the DNS authoritative server. The DNS selects the most optimal EAS when the DNS authoritative server for the FQDN is provisioned with the IP subnet /DNAI from where the UE DNS query is originating and the closest LDN. This also applies to cases in which the Authoritative (DNS) Nameserver may be operated by a 3rd party. It is assumed there is SLA between the parties and the details are outside the scope of the 3GPP.

The AF could subscribe to metric information available in OAM  and use to provision the DNS server for an FQDN. This information could be made available to the AF via SLA and/or OAM configuration. The N6 IP address/subnet information that gets provisioned here corresponds to the IP address information that is subsequently sent in the DNS query with client subnet option, RFC 7871 [7]. During application server selection over the established PDU session, a UE DNS query gets an answer with anycast address for the application and corresponding to the subnet location in ECS. N6 measurements from OAM may be used by the application domain but how the AF/ application domain controllers configure the DNS backend is out of scope.
Application domain controller also uses N6 network measurements provided by OAM, along with other application domain policy for server load balancing, failures, DDoS mitigation, etc. Anycast IP route information is derived and pushed to N6 routers corresponding to EAS instances provisioned by the application domain. This is used by N6 routers to forward application packets from the UE to the “closest” application server (determined in terms of geographic location or other parameters such as lowest cost, least congested, shortest time). These procedures are in the N6 network and application domain and have no direct procedure impacts to 5GC.

* * * * 3rd Change * * * *
6.5.2.6
Flow Sequence Classic DNS and DoT

The application in UE contacts the DNS stub server to resolve the FQDN for the application. The DNS query is resolved by the authoritative DNS server for the domain of the FQDN. The sequence in flow diagram below uses standard DNS (both plain and DoT) with no impact to the UE.
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Figure 6.5.2.5-1: DNS to resolve EAS address

1.
Following PDU session setup /application launch with a Uniform Resource Locator (URL) in UE, the FQDN portion of the URL is used by the UE to initiate a DNS query (clause 6.5.2.1). Details of how the UE handles the request is in clause 6.5.2.2.


This request is sent over the established PDU user plane and over N6. DNS query packet has topologically correct UE source address when DNS resolver gets it (see clause 6.5.2.3).

2.
DNS resolver forwards the DNS query to an authoritative DNS server for that FQDN. The DNS resolver adds a client subnet option, RFC 7871 [7] with the UE IP address/prefix to assist the authoritative server to select an EAS that is "close" to the IP subnet from which the query originated.


(in case of Distributed Anchors or of usage of a local PSA) Source IP address of DNS query packet at UPF-PSA egress is representative of UE location /N6 interface and is used  to derive location appropriate A/AAAA records.

3.
The DNS authoritative server translates and returns a list of IP addresses for EAS which the UE may try. DNS server matches client subnet identifier with record for FQDN to srv-IP-addr (EAS) and returns A or AAAA resource record (RR). The DNS resolvers on path may cache the response.

4.
Application uses the IP address in DNS response to route the application request packet. If the address is a unicast address, the N6 network forwards it to EAS. If it is an anycast address, the N6 network selects the best instance of EAS servers based on dynamic IP route information in N6.
6.5.2.7
Flow Sequence for DoH
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Figure 6.5.2.6-1: DoH to resolve EAS address

1.
Following PDU session setup /application launch with a Uniform Resource Locator (URL) in UE, the FQDN portion of the URL is used by the UE to initiate a DoH request (clause 6.5.2.1). Details of how the UE handles the request is in clause 6.5.2.2.


This request is sent over the established PDU user plane and over N6. DoH packet has topologically correct UE source address when DoH server gets it (see clause 6.5.2.3).

2.
DoH server creates the DNS query to an authoritative DNS server for that FQDN. The DoH server adds a client subnet option, RFC 7871 [7] with the UE IP address/prefix to assist the authoritative DNS server to select an EAS that is "close" to the IP subnet from which the DoH request originated.


(in case of Distributed Anchors or of usage of a local PSA) Source IP address of HTTPS packet at UPF-PSA egress, is representative of UE location /N6 interface and is used to derive the location appropriate A/AAAA records.

3.
The DNS authoritative server translates and returns a list of IP addresses for EAS which the UE may try. DNS authoritative server matches client subnet identifier (or UE IP address seen at UPF-PSA egress in DoH) with record for FQDN to srv-IP-addr (EAS) and returns A or AAAA resource record (RR).


DoH server returns the results received from DNS to the UE.

4.
Application uses the IP address in DNS response to route the application request packet. If the address is a unicast address, the N6 network forwards it to EAS. If it is an anycast address, the N6 network selects the best instance of EAS servers based on dynamic IP route information in N6.
6.5.3
Impacts on services, entities and interfaces
AF, NEF, UDR and PCF should support traffic influenced routing in TS 23.501, 5.6.7. PCF should store the routes per DNAI and provide it SMF during the session establishment process.

SMF and UPF-ULCL use existing Rel 16 procedures to install traffic filters using N4 interface.

UPF-PSA should rewrite non-topological IP source address to topologically correct IP address in outgoing packets (source IP address may be topologically incorrect as a result of NAT or assigning non-topological IPv4 /IPv6 addresses to the UE). UPF maintains table to maps incoming packet destination IP address to that of the original outgoing IP address. The translation is done for non-topological source address in all packets including Do53 (UDP), DoT (TCP) and DoH (HTTPS)/other application packets. 

The DNS resolver in 5GC should support adding the source IP address observed in incoming DNS query packets as client subnet option [7] when it forwards a DNS query. This functionality may be implicit in Rel 15 and Rel 16 but should be specified since it affects DNS client id for UE location.
The UE should be configured to use URSP procedures to setup the PDU session prior to sending a DNS query.
The application domain should provision anycast application addresses for EAS and in DNS so that a wide range of UE DNS resolvers and different PDU session connection modes in 5GC can be supported. N6 transport provider should support dynamic IP route updates corresponding to application domain service provisioning for an application anycast address. Both, anycast and dynamic IP routing are widely deployed in CDN and application networks. Anycast application addresses and N6 routing have no other direct impact to 5GC procedures.
* * * * End of Changes * * * *
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