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Abstract of the contribution: This document proposes to use only multicast to transport to RAN for shared delivery method. Note that this does not mean underlying transport network needs to support native multicast.
1	Introduction
For shared delivery method, several solutions specify both multicast transport and unicast transport to RAN (who will then use PTP or PTM for over the air transmission). For example, 6.3.2.1 has the following:
Point-to-point and point-to-multipoint tunnelling on N3/N9 have both their merit. Point-to-point tunnelling provides more freedom in regard to the deployment of UPF(s) and RAN (e.g. CU-UP) because the infrastructure interconnecting these elements of 5G system does not need to support multicast routing. On the other hand, point-to-multipoint tunnelling on N3/N9 can me more resource efficient if the same content is delivered to a larger number of RAN nodes. Noting that the user plane configuration is slightly different depending on whether N3/N9 uses point-to-point (unicast) or point-to-multipoint (multicast) tunnelling, it seems anyway beneficial at the cost of additional standardization and implementation efforts to support both point-to-point and point-to-multipoint tunnelling on N3/N9 by the specification which allows to meet requirements of different deployments.
This discussion proposes to use only multicast transport. Note that this does NOT require that the underlying transport network to support multicast on all devices as explained below.
Consider the following diagrams in which 5G NFs (UPFs, RAN nodes, etc.) are connected to a transport network’s routers R0/1/2/3. In the left diagram, multicast is supported in the transport network, while in the right diagram, multicast is not supported in the transport network.
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Suppose shared delivery is used from the CN to RAN, yet some routers in the underlying network do not support multicast (right diagram). Even in that case, from 5MBS point of view, multicast transport can still be used. The RAN nodes join multicast trees with their attached routers being the tree leaves, even though the realization of the tree itself could be via Ingress Replication (IR) – the tree root tunnels individual copies to the leaves, instead of relying on internal routers to do multicast replication.
The realization of the multicast tree could be via many ways (IR is just one example) – native IP multicast with hop by hop PIM signalling or centralized BGP signalling from controllers, MPLS/SRv6 multicast, BIER, etc., and mix and match of different ways in different regions and/or evolution phases – and 5GS does not need care about that.
Consider that multicast does provide most efficient transport for 5MBS traffic, it should be best for the underlying transport network to support multicast natively; even if multicast is not supported in the transport network, it quite reasonable for 5MBS to only specify multicast transport to simplify the control plane. The actual realization of the multicast transport is left to the transport network.
2	Proposal
If we can reach consensus on this, unciast transport for shared delivery in various solutions will be removed. Since this is just the beginning of the discussion, the following proposed changes are only exemplary not complete.
* * * * First change, to 6.3.2.1* * * *
[bookmark: _Toc23256830]If point-to-point (PTP) tunnelling is used in N3, the SMF provides RAN with Multicast context ID, Multicast flows and associated QoS information. The RAN responds with downlink tunnel information for the Multicast context. The SMF configures UPF with Multicast flows, associated QoS information and the downlink tunnel information.
PIf point-to-multipoint tunnelling is used (MB-N3) and, the SMF provides the UPF with MB-N3 tunnelling information. The SMF provides Multicast context ID, Multicast flows and associated QoS information and MB-N3 tunnel information to the RAN.
Point-to-point and point-to-multipoint tunnelling on N3/N9 have both their merit. Point-to-point tunnelling provides more freedom in regard to the deployment of UPF(s) and RAN (e.g. CU-UP) because the infrastructure interconnecting these elements of 5G system does not need to support multicast routing. On the other hand, pPoint-to-multipoint tunnelling on N3/N9 iscan me more resource efficient if the same content is delivered to a larger number of RAN nodes and is expected to be the primay means of transport. Note that even if (part of) the infrastructure interconnecting elements of 5G system does not support multicast natively, multicast transport can be realized in the infrastructure by making use of Ingress Replication [RFC7988] (an upstream router tunnels individual copies to multicast tree leaves). Noting that the user plane configuration is slightly different depending on whether N3/N9 uses point-to-point (unicast) or point-to-multipoint (multicast) tunnelling, it seems anyway beneficial at the cost of additional standardization and implementation efforts to support both point-to-point and point-to-multipoint tunnelling on N3/N9 by the specification which allows to meet requirements of different deployments.

* * * * End of First change * * * *

* * * * Second change * * * *

* * * * End of Second change * * * *

* * * * Third change – to Clause 6.3.2.3* * * *

* * * * End of Third change * * * *
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