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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes a way forward for KI#1 and Distributed Anchor Connectivity model
1	Introduction
This contribution evaluates the different solutions for KI#1 and Distributed Anchor Connectivity Model and proposes a way forward.
2	Discussion
Several Solutions in the TR address KI#1 for Distributed Anchor connectivity model. There are two types of solutions: solutions that propose using DNS for EAS discovery, and solutions that propose other mechanisms.
The solutions that propose using DNS for EAS discovery rely on the 3GPP Mobile Terminals OS DNS Stub Resolver to originate DNS queries as required to resolve the Application domain names into an AS addresses. In principle, these queries are sent to the DNS server (aka DNS Resolver) proposed by the Network at session establishment. However, this destination address can be configured/modified by user input in the OS, or is ignored if the Application Client unilaterally queries a defined DNS server.  
DNS solutions rely then on the DNS capability to tune the response to the address of the DNS resolver, and/or as defined in IETF RFC 7871 [7], on the DNS capability to tune the response to an EDNS Client Subnet (ECS) in the DNS Query. The goal is to provide the Authoritative (DNS) Nameserver with addressing information that refers to the topological location of the initiator of the DNS request (the UE).
Following KI#1 solutions claim to address the distributed anchor connectivity model and are proposing DNS mechanisms:
	Solution #2
	For distributed DNS deployments: a local DNS corresponding to the user location is provisioned to the UE for the PDU Session. SMF is configured with the Local DNSs for the serving areas.

	Solution #4
	For local and central DNS deployments: using Anycast IPs or adding ECS in the DNS Query:
- ECS added by DNS: using the DNS query source IP or an ECS value configured for the N6 tunnel (DNS traffic steering to DNS is using an N6 tunnel) 
- ECS added by UPF

	Solution #5
	The DNS resolver includes ECS based on the UE source IP address seen at egress UPF-PSA. It covers DNS, DoH and DoT procedures (it assumes RFC 7871 [7] support in the DNS resolver).
For ECS to be representative of the UE location /N6 interface, the IP needs to be externally routable (i.e.). If that is not the case, the UPF-PSA rewrites the UE IP address with an IP address routable to the UPF-PSA.
The solution includes a proposal for the AF to be provisioned/collect the metrics that are used to provision the DNS authoritative server, but this part of the solution has an unsolved Editor’s note which is fundamental to the solution.

	Solution #6
	For local and central DNS deployments: it is 5GC that either provides information to the centralized DNS server based on the UE's location as specified by RFC 7871 [7] or selects an appropriate localized DNS server to resolve the DNS query locally.
The procedures describe SMF as a DNS forwarder, where SMF receives all queries in PDU Sessions with only remote PSA. This may exclude then distributed anchors. But it is unclear which part, if any, of the described solution would apply to the distributed anchor connectivity model. The solution does not include procedures for that case.

	Solution #10
	For local DNS deployments: the 5GC provides the UE with a local DNS that is close to the PSA (distributed DNS deployment) or using an Anycast IP, the request can be routed to the DNS instance that is closest to the PSA 
For central DNS deployments: the DNS deployed after an (optional) NAT adds an ECS corresponding to the user IP address (central DNS deployment).

	Solution #12
	The focus is in the dynamic change of the Session connectivity from a central to a distributed anchor triggered e.g., by user DNS traffic.
Once the Distributed anchor is in place, solution #10 is may e.g., be followed for EAS selection.

	Solution #18
	For scenarios where DNS might not be able to provide an EAS tuned to the user location (e.g. 3rd party DNS scenarios). 
The solution proposes to replace the target AS in the application traffic with a local EAS: UPF/PSA replaces the destination in the UL and the source in the DL. The Local EAS is discovered with a 3-step procedure using DNS from UPF/PSA whereas buffering the first application IP packet.


Solutions #8 and #19 are based on DNS but do not claim to apply to any specific connectivity model. The procedures show selection of a central UPF and then DNS triggered dynamic insertion of ULCL/Local PSA. They have been assumed to apply to session breakout connectivity model.
There are then also solutions proposing other mechanisms to solve KI#1 for Distributed anchor connectivity model:
	Solution #14
	The third party has an application layer Service Switch, which is able to allocate the IP address of the application server to the UE. 
DNS is only used by the UE to get to the Service Switch for the application. The service switch resolves into the EAS IP based on the UE's IP address, the whole knowledge of the application server distribution in the application provider's own DC and the EC (for its own applications),  information of the relationship between IP address ranges and the corresponding edge network and other policies. 
Procedures show the solution using HTTP.

	Solution #16
	This solution relies on solutions that have been specified as part of SA WG6's EDGEAPP for EAS Discovery. SA WG6 has introduced new functional entities, where Edge Configuration Server provides UE Applications (i.e. Edge Enabler Clients) with configuration information related to Edge Data Network(s). 
This solution describes how SMF, using information from UDM/UDR, may provide the UE with Edge Configuration Server Information during the PDU Session Establishment.
This solution is not specific to Distributed connectivity model. 

	Solution #17
	This solution proposes that Edge Computing Parameters (EC Parameters) are provisioned to the UE. They include Edge Application Servers (EAS) information. AF provides the EAS information, and the PCF in the serving network determines the parameters to be provided to the UE.
The UE uses the EC Parameters to determine the destination EAS address for the Edge service.



DNS based solutions are preferred. Using DNS based mechanism for EAS discovery it is possible to support the different EAS deployments described in KI#1, without impacting the Application itself, and keeping UE unaware of the application deployment (at edge or at central DN) and application ownership (e.g. the EAS is owned by the MNO or by a third party) aspects. The TR includes DNS based solutions for the other connectivity models, and so, using DNS, applications can be developed to rely on DNS for EAS discovery and agnostic of the operator connectivity model chosen.
Solutions #2, #4, #5 and #10 include several alternatives to provide the Authoritative (DNS) Nameserver with addressing information that refers to the topological location of the initiator of the DNS request (the UE). They address scenarios with central DNS and distributed DNS deployments. They solutions can be summarized as follows:
A.) Providing a DNS for the PDU Session that is near the PSA, the DNS request can be solved to an Application server which is closest to that PSA. Solution alternatives:
-   The 5GC(SMF) provides a DNS that is closest to the PSA 
-   The 5GC(SMF) provides an Anycast DNS address 
B.) Including in the DNS Query an ECS that is representative of the UE location /N6 interface, DNS can provide an EAS that is closest to the PSA. Solution alternatives:
-    The 5GC(SMF) provides a DNS that supports RFC 7871 [7] and adds an ECS that is representative of the UE location /N6 interface, e.g. based on the user IP address after (an optional) NAT. 
The aspects of these solutions that impact 5GC:
-   Solution #2 describes that SMF needs to be configured with the Local DNSs for the serving areas. This way, a local DNS corresponding to the user location is provisioned to the UE for the PDU Session. This is proposed into normative.
-   Solution #4 includes one option where UPF adds the ECS, e.g. by a collocated DNS Forwarder. This solution assumes DNS visibility in UPF. This capability can’t be assumed with encrypted DNS. This is not recommended into normative.
-   Solution #5 proposes that, that UPF-PSA rewrites the DNS UE IP address with an IP address routable to the UPF-PSA egress when needed to guarantee the DNS receives addressing information that is relevant for the resolution. Using NAT (DNS would need to be placed after NAT then) or using N6 tunnelling to the DNS (see solution #4) are simpler solutions. This aspect of the solution is not recommended into normative. Also, the part of the proposal for the AF to be provisioned/collect the metrics that are used to provision the DNS authoritative server (chapter 6.5.2.4) has not been detailed enough and should not be promoted into normative.
Solutions #2, #4, #5 and #10 describe DNS based working solutions for EAS discovery for distributed anchor connectivity model. The solutions have minimum impact in 5GC and operator DNS infrastructure. Using DNS has some clear advantages (see above) and it is preferred. These solutions are recommended into normative except from the aspects in #4 and #5 listed above. These solutions solve KI#1 under certain conditions that should also be documented in normative phase, namely:
· These solutions require the corresponding geographical resolution support by the Authoritative (DNS) nameserver.
· These solutions are guaranteed to work if the operator DNS settings are respected. 
· When UE DNS Queries are sent to another DNS Resolver instead (that depends on the UE Application client, Browser and/or OS configuration) if that is centrally deployed and it does not support RFC 7871 [7], the selected AS might not be closest to the User PSA. Complementary application layer mechanisms may be needed to reselect AS based on the source IP address of the user application traffic.  
Solutions #6 does not seem to provide any additional value in distributed anchor connectivity model scenarios compared to the solutions described above. It should not be promoted into normative for this scenario, but it should be evaluated with the rest of solutions for session breakout.
Solution #12 enhances 5GC functions and procedures to dynamically re-anchor the PDU session to the Edge (from central to distributed anchor connectivity model) triggered e.g. by the user DNS for the Application name resolution. Once the session has a distributed anchor, Solution #10 could be used for EAS discovery. The enhancements proposed are recommended into normative.
Solution #14 is an application layer solution to discover an Edge AS with no impact on 5GC when used with distributed anchor connectivity model. It is up to the application provider to adopt or not this mechanism if desired. 5GC does not preclude this option. This solution should be mentioned during normative phase as a complement to DNS based discovery for distributed anchor connectivity. The solution does not provide a description of the procedure for this connectivity model and so no procedure of this solution is recommended into normative phase. 
[bookmark: _Hlk41944613][bookmark: _Hlk41944798]Solution #16 relies on SA WG6's EDGEAPP for EAS Discovery. The proposal should be sent to SA WG6 and SA WG6 should be invited to comment prior to making a recommendation for normative phase. 
Solution #17 impacts the UE and the 5GC procedures and NFs. The edge service is listed as impacted, which might imply 3GPP specific development in the application. Nothing from this solution seems needed when DNS based EAS discovery is applied. But it, or parts of it, might assist the SA6 EC solution, which would require evaluation by SA6 WG. In addition, the ENs need to be answered and the solution be clarified in relation to how well it copes with EAS dynamism (AS load balancing, AS failure or AS deployment changes as examples).
Solution #18 addresses the scenario where DNS might not be able to return an AS that is closest to the user location. Unless EC App flows can be differentiated on L3 level, the proposal implies buffering and resolving in UPF all first packet of flows showing a new destination IP, which will impact latency and throughput. It is also unclear how it coexists with application layer solutions for service continuity: UPF may overwrites any new target EAS selected at App layer for that app client, which could break procedures for seamless AS relocation for load balancing, resilience or to adapt to edge relocation. This solution relies on IETF standards, but reverse DNS lookup is not critical to the normal function of the internet, and so, it is not universally adopted, which questions the effectiveness of the solution. This solution is not recommended into normative.  
3	Proposal
************* Start Changes *************
7	Overall Evaluation
7.x	Evaluation of Solutions for Key Issue #1 for Distributed Anchors

Many solutions propose using DNS for EAS discovery for distributed anchor connectivity model.
A DNS based mechanism for EAS discovery supports the different EAS deployments described in KI#1. It has no impact on the Application itself and keeps UE unaware of the application deployment (at edge or at central DN) and application ownership (e.g. the EAS is owned by the MNO or by a third party) aspects. The TR includes DNS based solutions for the other connectivity models as well, and so, selecting DNS, applications can be developed to rely on DNS for EAS discovery and be agnostic of the operator connectivity model chosen.
Distributed anchor part of Solutions #2, #4, #5 and #10 describe DNS based working solutions for EAS discovery for distributed anchor connectivity model. These solutions are using DNS state of the art: many Authoritative (DNS) Name servers already today return different responses based on the perceived topological location of the user, either using the source IP address of the DNS query or ECS when received according to RFC 7871 [7]. 
The goal is to provide to DNS addressing information related to the UE topological location. These solutions show that in 5GC that can be achieved by: 
A.) Providing a DNS for the PDU Session that is near the PSA, the DNS request can be solved to an Application server which is closest to that PSA. Solution alternatives:
-   The 5GC(SMF) provides a DNS that is closest to the PSA 
-   The 5GC(SMF) provides an Anycast DNS address 
B.) Including in the DNS Query an ECS that is representative of the UE location /N6 interface, DNS can provide an EAS that is closest to the PSA. Solution alternatives:
-    The 5GC(SMF) provides a DNS that supports RFC 7871 [7] and adds an ECS that is representative of the UE location /N6 interface, e.g. based on the user IP address after (an optional) NAT. 
The above summary plus a selection of procedures from solutions #2, #4, #5 and #10 are to be promoted into normative phase. Procedures from these solutions that illustrate recommended solution versions are: 6.2.3.1, 6.5.2.6, 6.5.2.7, 6.10.2.1 and 6.10.2.2). 


These solutions solve KI#1 under certain conditions that are to be documented together with the solutions in normative phase:
· These solutions require the corresponding geographical resolution support by the Authoritative (DNS) nameserver.
· These solutions are guaranteed to work if the operator provided DNS settings are used by the UE for the DNS Query. Guidelines should be captured to cover scenarios where the OS, user or applications may override the operator-provided DNS settings. 
· When UE DNS Queries are sent to another DNS Resolver instead (that depends on the UE Application client, Browser and/or OS configuration) if that is centrally deployed and it does not support RFC 7871 [7], the selected AS might not be closest to the User PSA. Complementary application layer mechanisms may be needed to reselect AS based on the source IP address of the user application traffic.  
[bookmark: _Hlk48217686]
Solution #12 enhances 5GC to dynamically re-anchor a PDU session at the Edge (e.g. re-anchoring the PDU Session from central to distributed anchor connectivity model triggered by the user DNS for the Application name resolution). Once the session has a distributed anchor, Solution #10 could be used for EAS discovery. 
DNS triggered reanchoring in 6.12.2.1 causes delay by using timeout-resend mechanism. For SSC mode 3, R15 spec doesn't limit the SMF logic on how to determine whether the PSA needs to be changed , DNS query can be one of the triggers, but this is depends on SMF implementation. This solution does not needed to be standardized in normative phase. The other parts will be evaluated in KI#5.

Solution #14 is an application layer solution to discover an Edge AS with no impact on 5GC when used with distributed anchor connectivity model. It is up to the application provider to adopt or not this mechanism if desired. 5GC does not preclude this option. This solution should be mentioned during normative phase as a complement to DNS based discovery for distributed anchor connectivity. The solution does not provide a description of the procedure for this connectivity model and so no procedure of this solution is recommended into normative. 
Then, regarding the rest of the solutions for KI#1 and Distributed Connectivity model:
Solutions #6 should not be promoted into normative for this scenario, but it should be evaluated with the rest of solutions for session breakout connectivity model.
	Comment by HW_NH1: to be discussed in S2-2004860 and 5294

Solution #18 addresses the scenario where DNS might not be able to return an AS that is closest to the user location. Unless EC App flows can be differentiated on L3 level, the proposal implies buffering and resolving in UPF all first packet of flows showing a new destination IP, which will impact latency and throughput. It is also unclear how it coexists with application layer solutions for service continuity: UPF may overwrites any new target EAS selected at App layer for that app client, which could break procedures for seamless AS relocation for load balancing, resilience or to adapt to edge relocation. This solution relies on IETF standards, but reverse DNS lookup is not critical to the normal function of the internet, and so, it is not universally adopted, which questions the effectiveness of the solution. This solution is not recommended into normative.  

*************** Next Change ***************
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9.x	Conclusions regarding solutions for Key Issue #1 for Distributed Anchors
Distributed anchor part of Solutions #2,#4, #5 and #10 describe DNS based working solutions for EAS discovery for distributed anchor connectivity model and the following selection of procedures from solutions #2, #5 and #10 are to be promoted into normative phase 6.2.3.1, 6.5.2.6, 6.5.2.7, 6.10.2.1 and 6.10.2.2. The other aspects of these solutions are not recommended into normative.


DNS based reanchoring of solution #12 is not recommended into normative. The other parts of solution #12 is concluded in KI#5.
[bookmark: _GoBack]Solution #14 is an application layer solution to discover an Edge AS with no impact on 5GC when used with distributed anchor connectivity model. 5GC does not preclude this option. This mechanism should be informatively mentioned during normative phase as a complement to DNS based discovery for distributed anchor connectivity.
Solutions #6 and #18 are not recommended into normative
.	Comment by HW_NH1: to be discussed in S2-2004860 and 5294


*************** End Changes ***************
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