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Abstract: This contribution proposes some miscellaneous corrections for TR 23.700-91.
1. Introduction
The miscellaneous corrections are listed as follows:
-
Remove the useless editor notes 

-
Some others minor revisions.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-91.
* * * * First change * * * *

5.1.4
Use Case #4: Analytics Assisted Smart City Applications

5.1.4.1
Description

Smart city applications may benefit from collecting analytics.

In the case of smart transportation system, the network data from 5G NFs, and the service data from AFs, e.g. Transportation Application and even the Application Functions (e.g. Ride Sharing Applications) are collected to provide analytics related to pedestrian or vehicle movement patterns and traffic information (e.g. vehicle queue length). By using the data analytics, the Transportation Application Platform can perform final decision-making and execution to alleviate urban traffic congestion.


* * * * Next change * * * *

5.2.18
Key Issue #18: Enhancement for real-time communication with NWDAF
5.2.18.1
Description
The validity of an analytics output at a consumer NF is also affected by the timely delivery of the output by the NWDAF, e.g. when the network status changes rapidly and drastically. In this case, an output should be timely provided to a consumer NF by the NWDAF to allow the consumer NF to use the analytics output for proper reaction/decision.

The NWDAF is supposed to provide analytics outputs based on the data that are collected from the source NFs and/or the OAM. The correctness of NWDAF outputs heavily relies on the freshness, completeness and accuracy of the data that are available at the NWDAF at the time when the outputs are produced by the NWDAF. Some analytics outputs (e.g. short-term prediction) may be valid for use at a consumer NF, if and only if they are based on the fresh, complete and accurate input data.

In this key issue, the following aspects will be studied:

-
Whether real-time or near real-time communication for data collection and analytics generation by the NWDAF, and analytics delivery from the NWDAF to the consumer NF is required for some analytics types.

NOTE:
Definition for real-time and near real-time communication is needed to progress such study.

-
Whether and which enhancement for data collection and/or analytics exposure framework is required to enable real-time or near real-time NWDAF communication.

-
Whether and which information or parameters are required to enable real-time or near real-time NWDAF communication.

* * * * Next change * * * *
6.2.1
Description

This solution addresses Key Issue #4 by leveraging NWDAF slice level analytics to trigger a slice load distribution mechanism aimed at assisting with SLA guarantee. 
Relying mostly on observed service experience analytics for a Network Slice as defined in TS 23.288 [5], the proposed load distribution mechanism can act at Network Slice level, Network Slice instance level, or both, and the consumer NF of analytics that also triggers the mechanism can be NSSF, or in its absence, AMF.

* * * * Next change * * * *
6.3
Solution #3: User consent for UE data collection

6.3.1
Description

6.3.1.1
General
To satisfy the requirement in Key Issue #15: User consent for UE data collection/analytics for privacy of some of the UE data, a User consent may be required for some or all the UE information.
It is network operator's responsibility to collect and manage the User consent, if required, before initiating UE data collection and reporting by the UE. The user consent information can be considered as part of the subscription data.

* * * * Next change * * * *
6.8
Solution #8: NWDAF decomposition
6.8.1
Description


This solution addresses Key Issue #1 "Logical decomposition of NWDAF and possible interactions between logical functions".
When considering why and how to split the NWDAF functionality as defined in TS 23.501 [2], principles should be followed as suggested by key issues envisioned in the present document, including:
-
to support enhanced data collection and/or analytics generation in multiple NWDAFs scenarios, as described in Key Issue#2;
-
to improve efficiency of data collection from NFs and AFs, as required by Key Issue #11;

-
to enable trained data model sharing between multiple NWDAF instances, as suggested by Key Issue #19.
Based on the principles, a possible decomposition of the NWDAF is proposed with the following sub-functions:
-
DC (Data Collection): Collects data from the NFs for analytics. DC can be a standalone NF or collocated with different NFs to enable a centralized or distributed data collection, as proposed in solutions to Key Issue #11 and/or Key Issue #2.
-
MT (Model Training): Trains a model for analytics with the collected data, which may also include e.g. pre-processing of the collected data. MT can share trained models with other NWDAFs to enable and improve analytics, as proposed in solutions to Key Issue #19. MT uses data provided by the DC to train the model.
-
AC (Analytics Control): controls and performs analytics, including:
-
receiving the analytics request from the consumer NF;
-
using the model provided by the MT and data provided by the DC for analytics;
-
providing analytics information to the consumer NF;
-
performing NWDAF service registration and metadata exposure to NFs/AFs.
The sub-functions of the NWDAF support service-based interactions, as shown in Figure 6.8.1-1.
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Figure 6.8.1-1: NWDAF composition
The sub-functions of the NWDAF can be placed in different NFs, i.e. different sub-functions of the NWDAF can be collocated with different NFs or even be a standalone NF, and some or all of the sub-functions of the NWDAF can be collocated.
Editor's note:
It is FFS whether any of the sub-functions can be a separate NF.
* * * * Next change * * * *
6.9.1
Introduction

This Solution addresses aspects of KI #1, KI#2 and KI#11 dealing with Data/Information Management and logical NWDAF decomposition. 
It proposes a decomposition of the NWDAF so a Data Management Framework for 5GC is separated from Analytics functions (KI#1). The Data Management Framework for 5GC uses the Consumer/Producer model of the 5GS services-based architecture to efficiently exchange data/information of different types. This includes:

-
Data retrieved from various sources (e.g. OA&M, and NFs such as AMF, SMF, PCF and AF), to be used as a basis for computing analytics as per Rel-16, NWDAF Analytics (KI#11)

-
Analytics output from an NWDAF Producer sent to an NWDAF Consumer (KI#2) to support a hierarchy of NWDAF instances or sent to multiple network functions.

NOTE:
In the above, an NWDAF Producer provides Analytics to a Consumer (e.g. using the Services defined in TS 23.288 [5] clause 7). An NWDAF Consumer is an NWDAF that Consumes the Analytics of another NWDAF (e.g. using the services of the NWDAF Producer).

* * * * Next change * * * *

6.15.1
Description


The architecture to support data collection for multiple NWDAF sets or multiple NWDAFs is shown in Figure 6.15.1-1. When an NWDAF instance receives a request for data analytics, the NWDAF sends data collection request to the Data Collection Coordination Function (DCCF). The NWDAF may perform NF discovery and selection to select DCCF that can perform data collection service. The NWDAF send data collection request to the DCCF. If the DCCF finds that some of the data types are being collected as requested by some other NWDAF instances, the DCCF may modify existing data subscriptions according to the new data collection request. If the data type has not been collected, the DCCF use event exposure services of the NFs to collect.

* * * * Next change * * * *

6.15.2
Impacts on services, entities and interfaces

A new DCCF is introduced. The DCCF provides data collection service.

The NWDAF uses the service of DCCF for data collection.

There are no changes to the event exposure services of other CP NFs: AMF, SMF, PCF, UDM, NEF.

* * * * Next change * * * *

6.16.1.1
General

This solution is proposed to address Key Issue #2: Multiple NWDAF instances and KI#11: Increasing efficiency of data collection. 
The solution describes how to avoid duplication of data collection when NWDAFs at the lowest levels of hierarchy need data for an analytics ID that might be also needed and collected by other NWDAFs in the same hierarchical lower level. This solution is complementary to "Solution #18: Roles and inter-NWDAF instance cooperation from upper level NWDAF to lower level NWDAF in hierarchical architecture".
* * * * Next change * * * *
6.22.1
Description


This solution is proposed for Key Issue 2: Multiple NWDAF instances.

There may be multiple NWDAF instances deployed in the same PLMN and such NWDAF instances may request same data from same NFs, thus it is unnecessary for an NF to report duplicated data to all such NWDAFs.
In order to avoid different NWDAF instances to collect same data for different analysis purposes, a NWDAF which is responsible for data collection and data storage is introduced into the 5GC. As data collected from OAM/NFs is stored in this specific NWDAF with data storage function (called NWDAFdsf), any authorized NWDAF instance can interact with this NWDAFdsf to retrieve the cached data. By this way, the signalling load for same data collection can be mitigated. The following Figure 6.22.1-1 shows the data collection architecture supporting NWDAFdsf.
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Figure 6.22.1-1: Data collection architecture supporting NWDAFdsf
NOTE:
As NWDAFs in a PLMN may be deployed in same/different operator's data centers, there may be multiple NWDAFdsf deployed in a PLMN, e.g. each per data center.
The main functionalities of the NWDAFdsf include:

-
Data collection from 5GC NFs;
-
Caching the collected data;
-
Exposure of the cached data to authorized NWDAF instance.
* * * * Next change * * * *

6.27.1
Description

This clause describes a solution to Key Issue #8: UE data as an input for analytics generation. 
The solution focuses on addressing the question of How the NWDAF collects the Application Layer UE information (the method of collection of data)".
* * * * Next change * * * *

6.33.2
Impacts on services, entities and interfaces


Additional parameters to be specified on Nnwdaf and Nsmf services.

* * * * Next change * * * *
6.35.1
Description


This solution is proposed for Key Issue #11: Increasing efficiency of data collection and Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions and Key Issue #2: Multiple NWDAF instances.
* * * * Next change * * * *

6.35.2
Impacts on services, entities and interfaces


-
New service e.g. Ndcnf_Event_Exposure service is required to be supported by the NWDAF for interfacing with the DCNF
* * * * Next change * * * *

6.42.4
Impacts on services, entities and interfaces


PCF, AMF, UDM, SMF and OAM need to provide RFSP index related info to NDWAF.

NWDAF provides analytics outcome to PCF or AMF regarding to RFSP policy configuration.

* * * * Next change * * * *

6.45.1
Description


This solution addresses Key Issue #13 "Triggering conditions for analytics", especially on the aspect of triggers which can be used by analytics consumers to request for or subscribe to analytics from the NWDAF.
* * * * Next change * * * *

6.47.5
Impacts on services, entities and interfaces


SMF:

-
get information from NWDAF to make decision how to handle LADN PDN Session, when informed that the UE Presence Pattern in a LADN service area is OUT, i.e.:

(1)
release the PDU Session immediately; or

(2)
deactivate the user plane connection for the PDU Session with maintaining the PDU Session.
* * * * Next change * * * *

6.48.1
Description


The solution addresses Key Issue #16: UP optimization for edge computing.

* * * * Next change * * * *
6.49.1
Description


The solution addresses Key Issue #16: UP optimization for edge computing.

* * * * Next change * * * *

6.49.5
Impacts on services, entities and interfaces

NWDAF:

-
Collecting performance data of Application Server Instances from each EDN

-
Deriving Analytics containing a list of Application Server Instances and associated performance data at the requested UE location and time of day.
* * * * Next change * * * *

6.52.2
Impacts on services, entities and interfaces


Additional parameters on Nnwdaf.

* * * * Next change * * * *
6.53.3
Impacts on services, entities and interfaces


For centralize NWDAF architecture, Central NWDAF and Local NWDAF needs support the exchange of profile, load information and negotiate how to transfer the analytics and data collection tasks.

For distributed NDWAF architecture, NWDAFs need to support the exchange of profile, load information and negotiate how to transfer the analytics and data collection tasks.
* * * * Next change * * * *

6.54
Solution #54: Pre-analytics based solution for Real-Time communication with NWDAF
6.54.1
Description

* * * * Next change * * * *
6.54.2
Impacts on services, entities and interfaces


NWDAF:

-
Supports to additionally include the real-time communication capability and corresponding Analytics ID(s) which are applicable to real-time communication as part of its NF Profile during the NF service Registration Procedure.
-
Supports to process continuous data collection after the NF service Registration procedure without receiving analytics request from NWDAF service consumer.
-
Supports to process pre-analytics for specific Analytics ID(s) continuously after obtaining the necessary data.
NRF:

-
Supports to maintain the NF Profile of real-time communication capable NWDAF including the real-time communication capability.

-
Supports to discover a real-time communication capable NWDAF based on corresponding indication received from the NWDAF service consumer for real-time communication with NWDAF for specific Analytics ID(s).
NWDAF service consumers:
-
Supports to include an indication in the NF service discovery request which indicates that real-time communication with NWDAF for specific Analytics ID(s) is needed.

-
Supports to include real-time communication flag per Analytics ID(s) in the Nnwdaf_AnalyticsInfo_Request message.

* * * * Next change * * * *
6.55.3
Impacts on services, entities and interfaces


NF consumer and NWDAF needs to exchange expected analytics delay and whether the delay can be supported.
* * * * End of changes * * * *[image: image3.png]



3GPP

SA WG2 TD


_1234567906.vsd
文本�

MT


AC


�

�

DC


�


_1234567937.vsd
�

NWDAF with Data Storage Function


NWDAF1


NFs


NFs


Nnf


NWDAFs


Nnwdaf


Nnf



