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Abstract of the contribution: This paper proposes a new solution for key issue#1 on how to support the BMCA.
1. Discussion
In the 802.1AS, before the time synchronization is performed, the time-synchronization spanning tree shall be established first for particular time domain. The spanning tree is to 1) avoid the message loop for time synchronization and 2) determine the port state of the gPTP entity. The Grandmaster clock is the root of the spanning tree.

The following figure show an example of the tree in the 802.1AS clause 10.3.2.
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For the every port in the gPTP entity (i.e. PTP instance in the figure), e.g. TSN bridge, there are 4 Port state:
	
	Port state

	Description


	1
	MasterPort
	Any port, P, of the PTP Instance that is closer to the root than any other port of the gPTP communication path con​nected to P

	2
	SlavePort
	The one port of the PTP Instance that is closest to the root PTP Instance. If the root is grandmaster-capable, the Slave​Port is also closest to the grandmaster. The PTP Instance does not transmit Sync or Announce messages on the Slave​Port.

	3
	PassivePort
	Any port of the PTP Instance whose port state is not Master​Port, SlavePort, or DisabledPort

	4
	DisabledPort
	Any port of the PTP Instance for which portOper, ptp​PortEnabled, and asCapable are not all TRUE.


NOTE—Port states are per port and per domain
For every PTP instance:

· There is only one Port with SlavePort role except the root instance. There is no Port with SlavePort role for the root instance.

· There is one or more Port(s) with MasterPort role except the end leaf instance. There is no Port with MasterPort role for the end leaf instance.

The PTP instance receives the time synchronization message from Slaveport, and send it out via the MasterPort.
There are two method to determine the port state of PTP instance:

· BMCA (best master clock algorithm). (802.1AS clause 10.3.1.1)
· The port states and grandmaster are configured. (802.1AS clause 10.3.1.2)

· In this paper, only BMCA is discussed, the configuration method is only used for the R16.
In the BMCA, best master clock selection information is exchanged between PTP Instances via Announce messages. Each Announce message contains time-synchronization spanning tree vector information that identifies one PTP Instance as the root of the time-synchronization spanning tree and. 
Each PTP Instance in turn uses the information contained in the Announce messages it receives, along with its knowledge of itself, to compute which of the PTP Instances that it has knowledge of ought to be the root of the spanning tree. 
As part of constructing the time-synchronization spanning tree, each port of each PTP Instance is assigned a port state.
When a PTP instance receives the Announce message from one port, it shall

1) Receive and qualify the Announce message.
It determines if the Announce message is qualified
2) Determine the root instance of spanning tree
It construct the systemIdentity attribute of a root PTP Instance received Announce message. The systemIdentity attribute is formed by concatenating the following attributes, in the following order, from most significant to least significant octet:
1) priority1              (1 octet, i.e. grandmasterPriority1 filed in Announce)
2) clockClass            (1 octet, i.e. in grandmasterClockQuality filed in Announce)
3) clockAccuracy         (1 octet, i.e. in grandmasterClockQuality filed in Announce)
4) offsetScaledLogVariance (2 octets, i.e. in grandmasterClockQuality filed in Announce)
5) priority2              (1 octet, i.e. grandmasterPriority2 filed in Annouce)
6) clockIdentity          (8 octets, i.e. grandmasterIdentity filed in Annouce)

Notes: The value grandmasterClockQuality is the clockQuality which is formed by the clockClass, clockAccuracy, and offsetScaledLogVariance of the rootSystemIdentity of the gmPriorityVector of the PTP Instance that transmits the Announce message.
The systemIdentity attribute is used to compare two PTP Instances to determine which is a better candidate for root if the PTP Instance is grandmaster-capable (i.e., the value of priority1 is less than 255). Two PTP Instances are compared as follows. Let the systemIdentity of PTP Instance A be SA and the systemIdentity of PTP Instance B be SB. Let the clockIdentity of A be CA and the clockIdentity of B be CB. Then, if CA ≠ CB, i.e., A and B represent different PTP Instances:
1) A is better than B if and only if SA < SB, and
2) B is better than A if and only if SB < SA.
If CA = CB, i.e., A and B represent the same PTP Instance.
According to this method, the PTP instance can determine which PTP instance is the GrandMaster Clock, i.e. the root of the time-synchronization spanning tree.
3) Determine the Port state of the PTP instance
The PTP instance use the time-synchronization spanning tree priority vector to determine the port state of the PTP instance. A time-synchronization spanning tree priority vector is formed by concatenating the following attributes, in the following order, from most significant to least significant octet:

1) rootSystemIdentity (14 octets, i.e. systemIdentity of root instance)

2) stepsRemoved (2 octets)

3) sourcePortIdentity (10 octets, i.e. portIdentity of the transmitting PTP Instance;)

4) portNumber of the receiving port (2 octets)

Notes: stepsRemoved is the number of links in the path from the root to the respective PTP Instance.
For all attributes, a lesser numerical value is better, and earlier attributes in the preceding list are more significant.
The first two attributes of a priority vector are significant throughout the gPTP domain; they are propagated via Announce messages and updated through invocation of BMCA state machines. The third attribute is assigned hop-by-hop for each gPTP communication path or PTP Instance, and thus is of local significance only. The fourth attribute is not conveyed in Announce messages, but is used within a PTP Instance.
For the every port which has received the Announce message, the PTP instance hold a portPriorityVector (which is the time-synchronization spanning tree priority vector). 
portPriorityVector = {rootSystemIdentity : stepsRemoved : sourcePortIdentity : portNumber}

When the PTP instance receives an Announce message, it calculates messagePriorityVector (which is the time-synchronization spanning tree priority vector). For a PTP Instance S receiving an Announce Message on Port PS with portNumber PNS, from a MasterPort with portIdentity PM on PTP Instance M claiming a rootSystemIdentity of RM and a stepsRemoved of SRM:
messagePriorityVector = { RM : SRM : PM : PNS}

This messagePriorityVector is superior to the portPriorityVector and will replace it if, and only if, the messagePriorityVector is better than the portPriorityVector.

The PTP instance further calculate the gmPathPriorityVector and masterPriorityVector. And determines the port state as follows:

a) If the PTP Instance is not the root, the source of the gmPriorityVector is the SlavePort.

b) Each port whose portPriorityVector is its masterPriorityVector is a MasterPort.

c) Each Port, other than the SlavePort, whose portPriorityVector has been received from another PTP Instance or another port on this PTP Instance is a PassivePort.
4) Construct the Announce message and forward
The PTP instance construct the Announce message from masterPriorityVector, messagePriorityVector and global variables of PTP instance. 
· The value of stepsRemoved set equal to masterStepsRemoved
· Adding the PTP instance to Path trace TLV

· ……….
The above is a brief introduction of BMCA algorithm. The detail can be seen in the 802.1AS clause 10.3 and 10.6.
Observation 1: To support the BMCA in the 5GS logical TSN Bridge, a centralized handling is required. 
Observation 2: The centralized function collects all the information (Announce message) to determine GrandMaster Clock and port roles.

The Announce message is sent periodically. The logarithm to the base 2 of the announce interval (in seconds) is carried in the logMessageInterval field of the Announce message. 
i.e. periodicity = 2currentLogAnnounceInterval .

The default value of currentLogAnnounceInterval is 0, so the default periodicity is 1 second.
So the U-plane BMCA solution is better the C-plane solution, which result too much NAS signalling

This paper propose an architecture and solution with 5GS logical TSN Bridge support the BMCA to minimize the impact on the UE/DS-TT side.
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There is BMCA function inside the UPF/NW-TT. When the DS-TT port or NW-TT port receives the Announce message, it forward it to BMCA function in U-plane. The BMCA function receives the Announce message and associated port number (DS-TT port or NW-TT port).
The BMCA function run the MBCA algorithm according to 802.1AS. The BMCA function:

· determines the GrandMaster clock for a clock domain;

· determines the port state of DS-TT port and NW-TT port of the 5GS TSN bridge;

· send Announce message to port with MasterPort role
2. Proposal

It is proposed to agree the text added to TR 23.700-20
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6
Solutions

6.0
Mapping of Solutions to Key Issues
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************************************************Next CHANGE **********************************************

6.X
Solution #X: U-plane BMCA solution for the key issue#1
6.X.1
Introduction

The solution is proposed to solve Key Issue #1: the UL Time Synchronization. Specially, this solution resolve the BMAC part of UL Time Synchronization. It can work with existing solution#1.

In the IEEE 802.1AS [6], before the time synchronization is performed, the time-synchronization spanning tree shall be established first for particular TSN time domain. The spanning tree is to 1) avoid the message loop for time synchronization and 2) determine the port state of the gPTP entity. 

There are two method to establish the time-synchronization spanning tree:

· BMCA (best master clock algorithm).

· The port states and grandmaster are configured.
To support the BMCA in the 5GS logical TSN Bridge, a centralized handling is required. 

6.X.2
Functional Description
In the figure 6.X.2-1, it introduces a BMCA function in the NW-TT. All the BMCA related process is handled by BMCA function
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Figure 6.X.2-1: 5GS TNS bridge support BMCA
When the DS-TT port or NW-TT port receives the Announce message, it forward the message to BMCA function in U-plane.

The BMCA function run the MBCA algorithm according to 802.1AS. The BMCA function:

· determines the GrandMaster clock for a clock domain;

· determines the port state of DS-TT port and NW-TT port of the 5GS TSN bridge;

· update the Announce message and send it out via the port with 

6.X.3
Procedures

The procedure for BMCA is described in Figure 6.X.3-1. It assume there are 3 GM clock candidates. The clock-1 resides in the TSN network connect to the DS-TT1/UE1, the clock-2 resides in the network connect to the DS-TT2/UE2, and the clock-3 resides in the network connect to the NW-TT.
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Figure 6.X.3.-1: Procedure for BMCA via 5G System
The NW-TT port is Port-N.
1.
The DS-TT1/UE1 establish the PDU Session for TSC which is specified in the 23.502 [3]. The UPF/NW-TT allocates the Port-1 for the DS-TT1/UE1.
2.
The DS-TT2/UE2 establish the PDU Session for TSC which is specified in the 23.502 [3]. The UPF/NW-TT allocates the Port-2 for the DS-TT2/UE2.

3.
The gPTP Announce message from clock-3 arrives the Port-N (i.e. NW-TT).
4.
The BMCA function in the UPF/NW-TT determine the clock 3 as GM clock for the time domain. The MBAC function locally assign the state of port which receives the Announce message from clock 3 as SlavePort (i.e. Port-N), and Port-1 and Port-2 as MasterPort.
5.
The BMCA function generates and forwards the Announce message(s) from GM clock (i.e. clock-3) to MasterPort(s) based on the updated PortStates according to AnnouceSendTimer.
6.
The gPTP Announce message from clock-2 arrives the Port-2 (i.e. DS-TT2/UE2). The DS-TT2/UE2 forward the message to UPF/NW-TT.
7.
The BMCA function in the UPF/NW-TT determine the clock 2 as GM clock for the time domain. The MBAC function locally assign the state of port which receives the Announce message from clock 2 as SlavePort (i.e. Port-2), and Port-1 and Port-N as MasterPort.

8.
The BMCA function generates and forwards the Announce message(s) from GM clock (i.e. clock-2) to MasterPort(s) based on the updated PortStates.
9.
The gPTP Announce message from clock-1 arrives the Port-1 (i.e. DS-TT1/UE1).The DS-TT1/UE1 forward the message to UPF/NW-TT.
10.
The BMCA function in the UPF/NW-TT determine the GM clock and Port state are not changed. The BMCA function generates and forwards the Announce message(s) from GM clock (i.e. clock-2) to MasterPort(s) based on the existing PortStates according to AnnouceSendTimer.
NOTE:
The exchange of Announce messages inside 5GS can be minimized by DS-TT’s or NW-TT’s sending Announce messages from a DS-TT in SlavePort state to the NW-TT inside 5GS only when there are changes comparing with the previous messages. The changes may include Announce message receipt timeout events. In this case, NW-TT and DS-TT with port(s) with MasterPort role(s) can generate Announce messages based on previous the Announcement message information.
6.X.4
Impacts on services, entities and interfaces

NW-TT/UPF:

-
There is BMCA function inside the NW-TT/UPF. 

-
The BMCA function run the MBCA algorithm according to 802.1AS. It 

-  determines the GrandMaster clock for a clock domain;

-  determines the port state of DS-TT port and NW-TT port of the 5GS TSN bridge;

-  send Announce message to port with MasterPort role.
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